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1. Introduction

Since the Millennium Ecosystem Assessment (2005), ecosystem services research has gained momentum. Step by step, it is becoming better understood how ecosystem functions and services are interrelated and which factors affect the provision of ecosystem services (see e.g. Daily et al., 2009; Haines-Young and Potschin, 2010; Isbell et al., 2011; UK National Ecosystem Assessment, 2011). Gaining insight into where particular services are weak or strong is important for making land use decisions (Daily et al., 2009). At different levels of decision making, maps can be generated, quickly and transparently showing the bundles of ecosystem services that can jointly be supplied (e.g. Daily and Matson, 2008; Naidoo et al., 2008; Haines-Young, 2009; Maes et al., 2012; Martínez-Harms and Balvanera, 2012; Schulp et al., 2012).

Similarly, awareness of the importance of maintaining ecosystem services for human welfare has increased (see e.g. US Environmental Protection Agency, 2009; Haines-Young and Potschin, 2010; TEEB, 2010; Bateman et al., 2011). The economics of the natural environment is receiving increased attention owing to numerous initiatives including the TEEB studies (TEEB, 2010), assessments in the UK (UK National Ecosystem Assessment, 2011) and USA (National Research Council, 2005; US Environmental Protection Agency, 2009) and attempts by the WAVES Partnership and the UN SEEA to integrate the value of ecosystem services into national accounts and economic growth plans.1 As a result of these initiatives, the notion that natural resources have economic value is increasingly finding its way into policy analyses and government decision processes.2

However, at national, regional or global scales, much remains still unknown about the trade-offs between ecosystem services resulting from land use changes. Trade-offs are location specific. Thus it is pertinent to understand where changes in land use can improve total food production, biodiversity levels, climate change mitigation, etc. in the most cost-effective way. To answer such questions, trade-offs need to be known in monetary terms.

1 See www.wavespartnership.org and unstats.un.org/unsd/envaccounting.
2 An example is the White Paper published by the government of the UK in 2012 entitled ‘The Natural Choice: securing the value of nature’, in which it is stressed that the economic and social benefits of the environment should be properly valued. Moreover, the EU Biodiversity Strategy specifically calls on the member states to assess the status of ecosystem services in their territory and to assess their economic value. Furthermore, the WAVES Global Partnership has brought together a broad coalition of organizations to mainstream ecosystem services valuation in national accounts and development planning and the UN SEEA proposes to add ecosystem services accounts to their system of environmental economic accounts.
The objective of this paper is to present a method to estimate the trade-offs between the different ecosystem services due to a land use change. The trade-offs are to be spatially explicit and in monetary terms. With these results, the method aims to answer two questions of practical policy relevance: first, which regions should decision makers target to achieve national and international biodiversity objectives in a cost-effective way? and second, is it better to jointly generate ecosystem services in a region or to specialize in one of them?

The novelty of this paper is derived from the way in which the reported approach combines a supply side perspective for ecosystem services with a non-parametric method to estimate transformation functions and opportunity costs and a unique data set. Most directly related to our work are recent studies at the micro level (e.g. Macpherson et al., 2010; Bostian and Herlihy, 2012; Sauer and Wossink, 2013). We are not aware of studies that use a non-parametric methods to estimate transformation functions for the analysis of ecosystem services and apply this to analyse supply at sub-national to global levels.

By following a supply side approach, we assess the expected change in ecosystem services supply due to a land use change. In contrast to most existing supply side analyses, that quantify trade-offs of land use changes in biophysical terms (see e.g. Millennium Ecosystem Assessment, 2005; Maes et al., 2012), we quantify these trade-offs in monetary terms. Studies that evaluate the monetary value of ecosystem services, commonly follow a demand side approach (see TEEB, 2010 for a review of the literature) and in that way evaluate how people appraise the changes. Ideally, a combined supply–demand side approach should be adopted in which it is shown how supply changes due to a land use change and how people value these changes. This makes it possible to evaluate whether the changes are welfare improving. However, demand side valuation analyses are less reliable for studies at higher spatial scales. For that reason, we refrain from demand side valuation techniques and approach cost-effectiveness of land use changes from a supply side. We assess trade-offs between ecosystem services that are jointly produced in a given area in monetary terms, i.e. we estimate opportunity costs of land use changes, with which it can be evaluated whether land use changes are cost-effective (see Diaz-Balteiro and Romero, 2008). Such analyses at higher spatial scales are rare.

We derive opportunity costs from transformation functions, which summarize the feasible bundles of ecosystem services generated in a region (see e.g. Smith et al., 2012). The estimated transformation functions are then used to show the effects of the land use choices available to authorities—where to develop agriculture, where to preserve biodiversity, where to keep a multifunctional landscape. Trade-offs are contingent on the curvature of the frontier function at each point. The transformation functions are estimated empirically using a two-stage, semi-parametric, distance function approach. Hof et al. (2004), Bellenger and Herlihy (2010) and Macpherson et al. (2010) also adopt non-parametric or semi-parametric estimation techniques (though different from the approach adopted by us) to select the areas that jointly produce multiple environmental outputs in the most efficient way. However, whereas these existing studies focus on efficiency, we extend the approach by explicitly considering the opportunity costs of land use changes as a basis for selecting the areas most appropriate for particular land uses. This extra dimension results in trade-off information in monetary terms which is essential but often missing in supply side analyses.

For our application we use spatial data on agricultural revenues, cultural services, carbon sequestration and biodiversity for 18 Central and Eastern European countries on the level of grid cells of a size of 0.5 x 0.5 degree. The data originate from the integrated assessment model IMAGE (Bouwman et al., 2006), biodiversity model GLOBIO (Alkemade et al., 2009) and additional ecosystem services models (Schulp et al., 2012). These models give the state-of-the-art knowledge of the interrelations between land use, agricultural production and ecosystem functioning and results are used extensively in e.g. OECD Environmental Outlook (OECD, 2012), UNEP GEO4 (UNEP, 2012) and several other global assessments of environmental change (see e.g. Van Vuuren and Faber, 2009; Brink et al., 2010; PBL, 2012). These models, however, do not directly yield information on trade-offs or effects of a marginal land use change. Yet, their results can be used in the semi-parametric method as set up in this paper, to recover from the data the transformation function and derive the opportunity costs of a marginal land use change. Using model data is the only feasible option for our analysis because of the lack of reliable observations of the relevant variables at higher spatial scales.

Our work differs from other recent studies at the aggregated level, for example those that use bio-economic models. Examples are the InVEST model (see e.g. Daily and Matson, 2008; Polasky et al., 2008; Nelson et al., 2009; Keeler et al., 2012), the bio-economic models used to derive cost-effective ecological restoration of the Murray Darling basin in south-east Australia (Crossman and Bryan, 2009; Bryan, 2010; Bryan et al., 2011) and bio-economic models by e.g. Hauer et al. (2010) and Barraquand and Martinet (2011). Other examples of spatially explicit trade-off analyses for ecosystem services use GIS or heuristic routines to combine ecological and economic concepts (Bateman, 2009; Bateman et al., 2011; White et al., 2012) or do not estimate trade-offs in monetary terms (Naidoo et al., 2008; Raudsepp-Hearne et al., 2010; Maes et al., 2012). Most of these analyses, however, are less suitable for doing trade-off analysis at sub-national to global scales. Hussain et al. (2011) also base their analysis on IMAGE and GLOBIO data (Brink et al., 2010). They however employ benefit transfer methods to evaluate values of changes in ecosystem services provision. Such methods remain controversial especially when applied at high spatial scales.

The remainder of this paper is set up as follows. In Section 2 we briefly discuss the economic model. The data used are discussed in Section 3. In Section 4, we present estimation results. Finally, Section 5 ends with a discussion and conclusions.

2. Theoretical and empirical model

This paper focuses on the trade-offs between ecosystem services due to land use changes. We consider a situation in which a social planner makes land use choices—where to grow crops, where to preserve biodiversity, where to keep a multifunctional landscape. These choices have a multitude of effects on the

---

3 Revealed or stated preference studies yield informative results about people’s preferences especially for analyses at low spatial scales, such as local or regional public project assessments. For analyses at higher spatial scales, however, demand side valuation approaches are less reliable. See e.g. the discussion of Costanza et al. (1997) and the reply in Costanza et al. (1998). Moreover, the use of benefit transfer methods which is used more and more for analyses at higher spatial scales (see e.g. Hussain et al., 2011) often gives unacceptably large transfer errors (Brouwer et al., 2012), despite of recent methodological improvements (Ghermandi et al., 2010; Brander and Koetse, 2011).

4 IMAGE (Integrated Model to Assess the Global Environment) simulates the environmental consequences of human activities worldwide. It represents interactions between society, the biosphere and the climate system to explore the long-term dynamics of global change as the result of interacting demographic, technological, economic, social, cultural and political factors. GLOBIO (Global Biodiversity model) is used in the assessment of policy options for reducing global biodiversity loss and is based on the GLC2000 land use map.
ecosystem services provided at different locations. To derive the trade-offs we consider transformation functions of biodiversity and ecosystem services. A transformation function represents the output producible from a given input base and existing conditions, which also represents the feasible production set. Thus these functions show production relationships, interactions between ecosystem services and effects of spatial differences in biotic and abiotic characteristics. In this section, we first discuss the theory behind transformation curves and how they are related to opportunity costs. Second, it is discussed how these curves and opportunity costs can be estimated empirically.

To show how the transformation functions are derived, introduce two vectors of ecosystem services, \( y_m \) a vector of marketed services and \( y_n \) a vector of non-marketed services. These vectors together cover the bundle of ecosystem services that are generated in a given location. The services distinguished provide direct human benefits or serve as a proxy for longer term benefits. Vector \( y_m \) includes provisioning services and marketed cultural services (e.g. tourism). Vector \( y_n \) represents non-marketed cultural services and regulating and supporting services which maintain benefits in the longer term. This includes carbon sequestration and biodiversity. Several of the non-marketed services \( y_n \) are common pool resources. They are non-excludable and offer rival benefits. Non-excludability means that there is access to their use at zero marginal costs for the user. As a result, price signals do not reveal the true value and supply and demand may not be welfare maximizing (Romstad, 2008). The way land use choices affect marketed and non-marketed outputs is dependent upon a number of factors exogenous to the decision makers, like geographical location, soil type and regional income (which depends on population density and economic structure). These are covered by the vector of conditional variables \( z \).

The way in which the marketed and non-marketed ecosystem services \( y=(y_m,y_n) \) are jointly produced in a specific location with a given environment \( z \) can be described using the transformation function \( F(y|z) \)—see Fig. 1 for a simplified example with \( y_m \) and \( y_n \) as scalars. In each location, the bundle of services \( (y_m,y_n) \) can be produced in variable proportions depending on land use and input choices related to which crops to grow, which acreages to allocate, etc. The transformation function, also called production possibility frontier, gives the combinations of \( y_m \) and \( y_n \) that can maximally be produced in a given location. The slope of the transformation function at a certain point reflects the change of \( y_n \) due to a small change in \( y_m \). This is called the opportunity cost of \( y_m \) or the trade-off between \( y_m \) and \( y_n \). Transformation functions may differ by location and therefore also trade-offs between \( y_m \) and \( y_n \) differ spatially.

Whereas more information becomes available on how different factors affect the generation of individual ecosystem services, there is little empirical information on transformation functions showing which bundles can efficiently be generated in a certain geographical location. By comparing for a large number of locations spatially explicit information on the bundles of ecosystem services generated and by properly reckoning for differences in feasible outputs because of different environmental, social and historical characteristics, the transformation function can be recovered from the data. Depending on the position of a certain location at the transformation function (is a large share of the land used for agriculture with low biodiversity levels or is most land natural habitat with low agricultural production?), the trade-offs between the ecosystem services generated at that location can be derived. To estimate this frontier of feasible ecosystem services bundles, we adopt the two-stage semi-parametric estimation approach as proposed by Flores and Simar (2005) and Daraio and Simar (2007a). The approach is explained in detail in Ruijs et al. (2012).

In the first stage, we non-parametrically estimate the efficient frontier and the distance of each observation to the frontier using the output oriented, robust conditional Free Disposal Hull (FDH) method (see also Cazals et al., 2002; Daraio and Simar, 2005, 2007b; De Witte and Kortelainen, 2009; De Witte and Marques, 2010 and the appendix to this paper). The Free Disposal Hull is a nonparametric frontier estimator proposed by Deprins et al. (1984). FDH is a more flexible (or less restrictive) frontier model than the more well-known Data Envelopment Analysis (DEA), because in contrast to DEA it does not require the production possibility set to be convex, but only freely disposable. The output oriented FDH method evaluates for which observations no other observation exists that has equal or higher output levels for all elements of the output vector. The frontier shaped by these observations represents the Pareto-optimal bundles of ecosystem services levels that can be generated in a certain location. For the other observed bundles of ecosystem services the distance to the frontier is measured, which represents the efficiency improvement the region could theoretically reach. The advantage of the robust, conditional FDH method is that, different from parametric and DEA methods, it requires no prior assumptions about the convexity of the production possibility set. As ecosystem services provision is likely characterized by non-convexities (Chavas, 2009; Brown et al., 2011) a priori convexity assumptions may lead to misleading policy recommendations. In addition, in comparison to traditional FDH, the robust (or order-m) FDH approach is much less sensitive to noise and outliers, since it allows some observations to be outside of the frontier. Moreover, the conditional FDH approach assures that only observations having similar characteristics are compared with each other (see Daraio and Simar, 2005, 2007b). So, rich and poor regions or areas with arid and those with humid climates are not compared when estimating efficient points (or observations).

In the second stage, we parametrically approximate the non-parametric frontier obtained in the first stage with a flexible translog frontier function. In that way, a smooth curve is estimated approximating the stairway-shaped frontier derived in the first stage and for each location unique opportunity costs can be determined. The advantage of first deriving the frontier non-parametrically and then parametrically approximating this frontier is that not the shape of the center of a cloud of observations is estimated, but the shape of the observations near the frontier (Florens and Simar, 2005). Moreover, the advantage of a translog functional form is that no convexity or restrictive parametric assumptions have to be made. In the appendix we show how the frontier function can be deduced from the distance function, which gives for each observation \((y,x)\) its distance, \(\delta\), to the frontier. Although the presentation there is quite technical, the basic idea is relatively simple: the parametric approximation of the multivariate output distance function can be implemented by projecting the output values on the output efficient frontier using the...
where $y_i^* = \left( a_0 + \beta_1 \ln \tilde{y}_{1i} + \frac{1}{2} \ln \tilde{y}_{1i} \Gamma_2 \ln \tilde{y}_{1i} + \gamma \ln z_i \right) / \delta$, with $\Gamma = \begin{pmatrix} \gamma \end{pmatrix}$ and $\Gamma = \begin{pmatrix} \gamma \end{pmatrix}$ are the coefficient vectors and $\delta$ is the coefficient matrix.

According to Daraio and Simar (2007a), one of the major advantages of this approach is that no restrictive homoskedasticity or distributional assumptions have to be made on the error term $\varepsilon$ in the distance function.

Using the estimated frontier function, trade-offs are determined for each observation by evaluating the slope of the frontier at that particular point projected on the frontier. In order to evaluate cost-effectiveness of possible scenarios of land use changes, we need to translate this marginal trade-off into opportunity costs in monetary terms. If the market price is known for changes, we need to translate this marginal trade-off into opportunity costs re.

In Section 4, we employ model data because field observations are unavailable for the ecosystem services and biodiversity variables at higher spatial scales. No data set on ecosystem services of comparable quality exist yet for analyses at high spatial scales covering multiple countries.

The following output variables are included:

1. Agricultural revenues (provisioning services): for each cell total agricultural revenues (in 2000 international $/km^2$) are calculated based on land use data from the GLC2000 map, the cropping pattern from IMAGE, yield data and prices per crop per country for the year 2000 from FAOstat.
2. Cultural services: a composite index is set up consisting of attractiveness for tourism and recreation and attractiveness for hunting and gathering activities. Tourist and recreation attractiveness depend on percentage protected area, percentage urban and arable land, distance to coast and geographic relief. Attractiveness for hunting and gathering activities depends on the regional potential for gathering wild foods, fruits, and mushrooms, catching fish and hunting game and is based on statistics from FAO and the European Forestry Institute.
3. Biodiversity: mean species abundance (MSA) as determined by GLOBIO (Alkemade et al., 2009) is included as proxy for the positive impact of several regulating and supporting services on ecosystems and as an indicator which is important in nature policies. MSA is an index indicating the level of disturbance on ecosystems and as an indicator which is important in nature policies. MSA is an index indicating the level of disturbance compared to the maximally possible level for the particular habitat. Note that MSA does not completely cover the complex biodiversity concept; e.g. it does not properly describe changes in threatened or red list species. Other indicators are not available yet at the required level of detail, however.
4. Carbon sequestration: net biome productivity in tons C per km² is included as a proxy for climate regulation. Net biome productivity equals long term averages of net primary production of carbon minus soil respiration minus the carbon stored in the biomass harvested. Estimates are based on the GLC2000 land cover map and the EURURALIS carbon model (see e.g. Schulp et al., 2008). For the current analysis, we include land as the only input variable. Including more inputs is left for future research. The regulating service ‘climate regulation’ is treated as an output variable. Better functioning climate regulation, i.e. more carbon sequestration, is assumed to reflect long term stability of output potentials. Finally, we included conditional variables to assure a peer-to-peer comparison between cells when deriving the production possibility frontier. The variables included affect the position of the frontier. We include.

Fig. 2. Map of the 18 Central and Eastern European countries and four sub-regions considered.
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5. GDP PPP per km² for the year 2000 (in international $/km²) based on World Bank data on GDP per country which is allocated over the grid cells by considering differences between agricultural and non-agricultural income and rural and urban population in order to properly distinguish between rural and urban cells.

6. Share of arable and grassland: share of each cell used for production of agricultural crops and for grazing. In the analysis, a distinction is made between arable land, grassland, forests, shrub and herbaceous land and artificial surface.

7. Potential yield: potential yield of the main crop in Central and Eastern Europe (temperate cereals) in t/km² is included as a technical possibility available to the regions. Four sub-regions are considered: (1) member countries to the Common-wealth of Independent States (CIS), (2) Central European countries (CE), (3) the former Yugoslavian republics (YUG), and (4) the south-eastern European countries (SE) (see, Fenger, 2007).

4.2. Production possibility frontier

Before discussing the opportunity costs, we first discuss some elements of the frontier function to give insight in the shape of the production possibility frontier. Parameter estimates of function ln $\delta = \alpha_0 + \beta_1 \ln y + \frac{1}{2} \ln y^2 + \gamma_1 \ln y + \gamma_2 \ln z$ are given in Table 3. A first result is that these coefficients are such that the derivative of the frontier function, $\partial \delta / \partial y$, is positive for all observations (or that $\partial \delta / \partial y$ is negative for all observation). This implies that the distance to the frontier reduces if output levels increase. Second, the coefficients are such that the first order derivatives of the frontier function $y_1 = f(y, z)$ for the different output variables are negative. This shows that at the frontier, higher levels of biodiversity, cultural services or carbon sequestration result in lower levels of agricultural revenues, implying that there are trade-offs between the different outputs.

Second, quasi-convexity of the frontier function is investigated. If the objective is to investigate which bundles of ecosystem services can be generated, it is not relevant whether the frontier is concave or convex. In economic analyses, however, transformation functions are

### Table 1

Averages and standard deviations of the variables included for the different sub-regions (standard deviations are given in brackets).

<table>
<thead>
<tr>
<th>Sub-region</th>
<th>Agricult. revenues US$/km²</th>
<th>MSA</th>
<th>Cultural services %</th>
<th>Carbon sequest. T C/km²</th>
<th>GDP US$/km²</th>
<th>Pot. Yield t/ha</th>
<th>% agric.+grass- land</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>15,674</td>
<td>0.36</td>
<td>0.41</td>
<td>29.15</td>
<td>491,823</td>
<td>481</td>
<td>0.59</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>(11,394)</td>
<td>(0.13)</td>
<td>(0.10)</td>
<td>(29.14)</td>
<td>(774,723)</td>
<td>(109)</td>
<td>(0.21)</td>
</tr>
<tr>
<td>CIS</td>
<td>Mean 14,419</td>
<td>0.36</td>
<td>0.40</td>
<td>31.96</td>
<td>209,673</td>
<td>516</td>
<td>0.66</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>(11,089)</td>
<td>(0.13)</td>
<td>(0.09)</td>
<td>(26.30)</td>
<td>(372,633)</td>
<td>(108)</td>
<td>(0.22)</td>
</tr>
<tr>
<td>YUG</td>
<td>Mean 14,982</td>
<td>0.35</td>
<td>0.46</td>
<td>20.21</td>
<td>1082,414</td>
<td>431</td>
<td>0.56</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>(9,090)</td>
<td>(0.11)</td>
<td>(0.09)</td>
<td>(17.15)</td>
<td>(1132,678)</td>
<td>(78)</td>
<td>(0.16)</td>
</tr>
<tr>
<td>CE</td>
<td>Mean 14,677</td>
<td>0.37</td>
<td>0.36</td>
<td>16.43</td>
<td>629,114</td>
<td>384</td>
<td>0.50</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>(11,249)</td>
<td>(0.12)</td>
<td>(0.14)</td>
<td>(14.70)</td>
<td>(669,721)</td>
<td>(114)</td>
<td>(0.17)</td>
</tr>
<tr>
<td>SE</td>
<td>Mean 21,393</td>
<td>0.37</td>
<td>0.39</td>
<td>43.16</td>
<td>352,835</td>
<td>516</td>
<td>0.51</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>(13,826)</td>
<td>(0.15)</td>
<td>(0.09)</td>
<td>(47.37)</td>
<td>(503,458)</td>
<td>(80)</td>
<td>(0.22)</td>
</tr>
</tbody>
</table>

### Table 2

Correlation between the variables included.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. AR</td>
<td>-0.55</td>
<td>-0.39</td>
<td>-0.37</td>
<td>0.02</td>
<td>0.49</td>
<td>0.55</td>
</tr>
<tr>
<td>2. MSA</td>
<td>-0.55</td>
<td>0.50</td>
<td>0.55</td>
<td>-0.12</td>
<td>-0.33</td>
<td>-0.78</td>
</tr>
<tr>
<td>3. CS</td>
<td>-0.39</td>
<td>0.50</td>
<td>1.00</td>
<td>0.44</td>
<td>0.16</td>
<td>-0.21</td>
</tr>
<tr>
<td>4. CAR</td>
<td>-0.37</td>
<td>0.55</td>
<td>0.44</td>
<td>1.00</td>
<td>-0.15</td>
<td>-0.12</td>
</tr>
<tr>
<td>5. GDP</td>
<td>0.02</td>
<td>-0.12</td>
<td>0.16</td>
<td>-0.15</td>
<td>1.00</td>
<td>-0.12</td>
</tr>
<tr>
<td>6. YLD</td>
<td>0.49</td>
<td>-0.33</td>
<td>-0.21</td>
<td>-0.12</td>
<td>-1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>7. Agri</td>
<td>0.55</td>
<td>-0.78</td>
<td>-0.60</td>
<td>-0.62</td>
<td>-1.11</td>
<td>0.47</td>
</tr>
</tbody>
</table>

### 4. Results

#### 4.1. Descriptive statistics

The descriptive statistics given in Table 1 show that the levels of the different variables are highly variable within countries and between sub-regions. This reflects differences in population density and differences between average country development levels.

Signs of correlation coefficients shown in Table 2 are as expected and are related to land cover and land use. Agricultural production is higher in cells with higher percentages of agricultural land. Generally, more forested areas have higher MSA levels, have higher levels of carbon sequestration and are more attractive for cultural services like recreation and hunting. The pattern of correlations between the ecosystem services is consistent with similar observations by Raudsepp-Hearne et al. (2010) for Canada. These correlations indicate that the joint generation of ecosystem services is non-separable. It is noted that the observed level of correlation coefficients does not affect estimates of the opportunity costs.

---

*Note that $\partial \delta / \partial y = \alpha_0 + \beta_1 \ln y + \frac{1}{2} \ln y^2 + \gamma_1 \ln y + \gamma_2 \ln z$.\(^{6}\)*
usually assumed to be quasi-concave. A quasi-concave frontier function is required to reach an efficient allocation of the goods and services from a welfare optimizing social planning perspective (Dasgupta and Maler, 2003). In case of a convex frontier, welfare optimization might lead to specialization in one of the resources. Moreover, if quasi-convexity is falsely assumed, bundles of services might lead to specialization in one of the resources. In many economic studies, quasi-convexity is analyzed by inspection of the eigenvalues of the formation function. It is noted that they do not reach preferences for a particular land use change but indicate the agricultural losses if land use changes such that biodiversity, cultural services or carbon sequestration increase marginally. For example, high opportunity costs for biodiversity indicate that a marginally higher level of biodiversity will entail a substantial loss in agricultural benefits. If the social benefits of having a higher level of biodiversity exceed these costs, it may still be worthwhile to invest in biodiversity. Similarly, in areas with low opportunity costs for cultural services, investments in these services may engender only a low loss of agricultural benefits. Such investments may still not be socially beneficial if people attach low values to additional services provision. Even though the opportunity costs do not provide information about the social benefits of land use changes, they do provide interesting information. The information on the order of magnitude of foregone gains or losses of agricultural benefits is seldom available but essential for making decisions on land use changes and can only be obtained from trade-off analyses.

As argued above, opportunity costs reflect foregone gross agricultural revenues due to a marginal change in the respective ecosystem service. It is noted that they do not reflect preferences for a particular land use change but indicate the agricultural losses if land use changes such that biodiversity, cultural services or carbon sequestration increase marginally. For example, high opportunity costs for biodiversity indicate that a marginally higher level of biodiversity will entail a substantial loss in agricultural benefits. If the social benefits of having a higher level of biodiversity exceed these costs, it may still be worthwhile to invest in biodiversity. Similarly, in areas with low opportunity costs for cultural services, investments in these services may engender only a low loss of agricultural benefits. Such investments may still not be socially beneficial if people attach low values to additional services provision. Even though the opportunity costs do not provide information about the social benefits of land use changes, they do provide interesting information. The information on the order of magnitude of foregone gains or losses of agricultural benefits is seldom available but essential for making decisions on land use changes and can only be obtained from trade-off analyses.

Figs. 4–6 show for biodiversity, cultural services and carbon sequestration the levels of these variables and their opportunity costs for the different cells (see Appendix A for the derivations). The figures clearly demonstrate that the within-country variation of the opportunity costs is substantial. Neighboring cells may have totally different opportunity costs, depending on the scarcity values in each cell and cell characteristics like land use patterns, agro-climatic and soil characteristics (represented by potential yield per cell) and population pressure.

For carbon sequestration, the pattern observed in Fig. 6 confirms the shape of the frontier given in Fig. 3. Generally opportunity costs for carbon sequestration are high in areas with low levels of carbon sequestration and vice versa. Moreover, they decrease at a decreasing rate when sequestration levels increase. These results are plausible. Generally, in a cell having a low level of carbon sequestration, the majority of the land is used for crop production and agricultural production is high. A marginal increase of carbon sequestration can only be realized by transforming agricultural land to grassland or forest, resulting in a relatively large loss of agricultural benefits. Cells having relatively lower levels of agricultural production, generally have higher

### Table 3

Parameter estimates of the translog frontier function.

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Estimate</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>Intercept</td>
<td>$-0.211$</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>ln(msa)</td>
<td>$0.374$</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>ln(cult.serve.)</td>
<td>$0.458$</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>ln(carbon)</td>
<td>$0.060$</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>ln(msa)</td>
<td>$0.622$</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>ln(cult.serve.)</td>
<td>$-0.677$</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>ln(carbon)</td>
<td>$0.045$</td>
</tr>
<tr>
<td>$\gamma_4$</td>
<td>ln(cult.serve.)</td>
<td>$0.701$</td>
</tr>
<tr>
<td>$\gamma_5$</td>
<td>ln(carbon)</td>
<td>$-0.024$</td>
</tr>
<tr>
<td>$\gamma_6$</td>
<td>ln(carbon)</td>
<td>$-0.002$</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>GDP</td>
<td>$0.018$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>Potential yield</td>
<td>$-0.159$</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>Cover</td>
<td>$0.295$</td>
</tr>
<tr>
<td>$\tau_4$</td>
<td>Sub-region=CE$^*$</td>
<td>$-0.040$</td>
</tr>
<tr>
<td>$\tau_5$</td>
<td>Sub-region=YUG$^*$</td>
<td>$0.133$</td>
</tr>
<tr>
<td>$\tau_6$</td>
<td>Sub-region=SE$^*$</td>
<td>$0.056$</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>ln(prov.serve.)</td>
<td>$0.108$</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>ln(prov.serve.)</td>
<td>$0.008$</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>ln(prov.serve.)</td>
<td>$0.010$</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>ln(prov.serve.)</td>
<td>$-5.7$</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>ln(prov.serve.)</td>
<td>$-0.019$</td>
</tr>
</tbody>
</table>

* $f_i = 1$ for $i=1,2,3,4$. Before the model is estimated, first the continuous variables are standardized by dividing them by their respective sample means and the non-monotonic observations are removed from the sample.

* Variables marked with a $^*$ are significant at the 95% level. Confidence intervals are based on bootstrapping procedure with 200 runs.

The conditional variable sub-region is modeled as three dummy variables for the sub-regions CE, YUG, and SE, where they have the value 1 if the respective cell is part of the sub-region considered and 0 otherwise.
percentages of grassland or forest or are cells in which potential yields are lower. In these cells, carbon sequestration can be improved without the need to sacrifice productive agricultural land. As a result, opportunity costs are lower in these cells.

Figs. 4 and 5 indicate that this pattern is different for biodiversity and for cultural services. Generally, opportunity costs increase at a decreasing rate if levels of biodiversity or cultural services increase. After a certain threshold level, opportunity costs

---

**Table 4**

<table>
<thead>
<tr>
<th>Statistics of the opportunity costs for the ecosystem services distinguished.</th>
<th>Mean</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA ($ per % MSA index)</td>
<td>1276</td>
<td>1027</td>
<td>1029</td>
<td>1</td>
<td>8846</td>
</tr>
<tr>
<td>Cultural services ($ per % cult.serv index)</td>
<td>1865</td>
<td>1368</td>
<td>1706</td>
<td>0.3</td>
<td>12587</td>
</tr>
<tr>
<td><strong>Wild fish ($ per kg)</strong></td>
<td>415</td>
<td>305</td>
<td>380</td>
<td>0.1</td>
<td>2802</td>
</tr>
<tr>
<td><strong>Wild fruit ($ per kg)</strong></td>
<td>76</td>
<td>56</td>
<td>70</td>
<td>0.01</td>
<td>513</td>
</tr>
<tr>
<td><strong>Wild game ($ per kg)</strong></td>
<td>8857</td>
<td>6499</td>
<td>8102</td>
<td>1.5</td>
<td>59777</td>
</tr>
<tr>
<td><strong>Wild mushrooms ($ per kg)</strong></td>
<td>81</td>
<td>59</td>
<td>74</td>
<td>0.01</td>
<td>543</td>
</tr>
<tr>
<td><strong>Tourism ($ per tourism point)</strong></td>
<td>4998</td>
<td>3668</td>
<td>4572</td>
<td>0.8</td>
<td>33736</td>
</tr>
<tr>
<td><strong>Carbon ($ per ton C)</strong></td>
<td>263</td>
<td>202</td>
<td>220</td>
<td>1.4</td>
<td>1986</td>
</tr>
</tbody>
</table>

---

**Table 5**

<table>
<thead>
<tr>
<th>Median opportunity cost ratios and standard deviations by country.</th>
<th>MSA ($ per % MSA)</th>
<th>Cultural services ($ per % cult.serv index)</th>
<th>Carbon ($ per tonne carbon)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Median</strong></td>
<td><strong>St. Dev.</strong></td>
<td><strong>Median</strong></td>
<td><strong>St. Dev.</strong></td>
</tr>
<tr>
<td>Total</td>
<td>1027</td>
<td>1029</td>
<td>1368</td>
</tr>
<tr>
<td>Belarus</td>
<td>1008</td>
<td>597</td>
<td>666</td>
</tr>
<tr>
<td>Estonia</td>
<td>247</td>
<td>310</td>
<td>233</td>
</tr>
<tr>
<td>Latvia</td>
<td>667</td>
<td>482</td>
<td>699</td>
</tr>
<tr>
<td>Lithuania</td>
<td>702</td>
<td>254</td>
<td>1234</td>
</tr>
<tr>
<td>Moldova</td>
<td>1534</td>
<td>707</td>
<td>2633</td>
</tr>
<tr>
<td>Ukraine</td>
<td>1184</td>
<td>944</td>
<td>2323</td>
</tr>
<tr>
<td>Czech</td>
<td>363</td>
<td>486</td>
<td>1103</td>
</tr>
<tr>
<td>Hungary</td>
<td>1308</td>
<td>543</td>
<td>2286</td>
</tr>
<tr>
<td>Poland</td>
<td>792</td>
<td>615</td>
<td>1329</td>
</tr>
<tr>
<td>Slovakia</td>
<td>521</td>
<td>831</td>
<td>560</td>
</tr>
<tr>
<td>Bosnia</td>
<td>1904</td>
<td>2344</td>
<td>694</td>
</tr>
<tr>
<td>Croatia</td>
<td>870</td>
<td>772</td>
<td>934</td>
</tr>
<tr>
<td>Macedonia</td>
<td>1817</td>
<td>770</td>
<td>1412</td>
</tr>
<tr>
<td>Serbia</td>
<td>1206</td>
<td>833</td>
<td>1159</td>
</tr>
<tr>
<td>Slovenia</td>
<td>111</td>
<td>312</td>
<td>314</td>
</tr>
<tr>
<td>Albania</td>
<td>1208</td>
<td>1046</td>
<td>1577</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>1635</td>
<td>779</td>
<td>1947</td>
</tr>
<tr>
<td>Romania</td>
<td>2064</td>
<td>1439</td>
<td>2464</td>
</tr>
</tbody>
</table>
Fig. 4. Maps of levels (MSA) and opportunity costs ($ per % MSA) for biodiversity. Areas suitable for increasing biodiversity have low levels of opportunity costs. Note: Classification of the cells is such that each color corresponds with 10% or 20% of the observations. Grey cells are non-monotonic observations or outliers.

Fig. 5. Maps of levels and opportunity costs ($ per % cult.serv.) for cultural services. Areas suitable for increasing cultural services are the areas with low opportunity costs. Note: Classification of the cells is such that each color corresponds with 10% or 20% of the observations. Grey cells are non-monotonic observations or outliers.
may start to decrease; this threshold is not the same for each cell type. The implication is that improving biodiversity can be relatively cheap in biodiversity poor but also in biodiversity rich areas. This is a plausible result. In biodiversity poor areas, small land use changes can positively affect biodiversity. In biodiversity rich areas, due to species interactions and network effects, small land use changes result in a more than linear growth in biodiversity due to which opportunity costs of biodiversity improvements are relatively low.

Figs. 4–6 also show in which areas expanding biodiversity, cultural services or carbon sequestration may be most suitable. Generally, an area is more suitable for expansion of one of the output variables if the corresponding opportunity costs are low. The figures show that the cells being most suitable for improvement of biodiversity or cultural services may have high or low output levels. Not all cells with high or low levels of biodiversity or cultural services are suitable for expansion, however. Opportunity costs may also be high for such cells, depending on the cell characteristics. In a similar way, it may be possible to indicate in which regions biodiversity or cultural services should not be expanded. Cells with high opportunity costs are particularly unsuitable. For carbon sequestration, only cells already having high sequestration levels are suitable. Hardly any cell has low sequestration levels and low opportunity costs. Based on the shadow price estimates, we can also indicate in which areas expanding agricultural production is most suitable—see Fig. 7. If opportunity costs are high, marginally reducing biodiversity, cultural services or carbon sequestration may result in a large gain of agricultural production. The figure shows that this is especially the case in areas already having high levels of agricultural revenues.

Mapping the areas suitable for improving biodiversity, cultural services, carbon sequestration or agricultural production all in one figure, shows in which areas expanding any of the ecosystem services entails low opportunity costs—see Fig. 8. Many of the areas suitable for improving biodiversity, cultural services or carbon sequestration overlap. The areas suitable for agricultural expansion are located in different regions. This is of no surprise. Biodiversity, cultural services and carbon sequestration are positively correlated. Expanding forested area is, under certain circumstances, beneficial for all three services. Expanding agricultural production requires in our model setting an expansion of the area of agricultural land as land use intensity is not included in the analysis. This leads to lower levels of the other three ecosystem services considered. This figure shows that by carefully selecting the areas in which nature conservation is stimulated, a win–win situation can be attained in which several ecosystem services benefit at the same time. This does not happen automatically as not all areas suitable for biodiversity improvement lead to higher levels of carbon sequestration or cultural services.

5. Discussion and conclusions

In this paper we assessed trade-offs between ecosystem services in a spatially explicit manner. The estimated opportunity costs represent the trade-offs between on the one hand biodiversity, cultural services or carbon sequestration and on the other hand agricultural revenues (provisioning services) resulting from a marginal change in land use. These opportunity costs are based on estimates of the transformation function. This function shows the feasible bundles of ecosystem services that can be generated in a region depending on a number of regional and agro-climatic characteristics. For this, a two-stage semi-parametric robust, conditional FDH method is set up and spatial data are used on agricultural revenues, cultural services, carbon sequestration and biodiversity for 18 Central and Eastern European countries.
The objectives of this paper were twofold. The first aim was to analyze trade-offs between ecosystem services in a spatially explicit manner in order to assess in which regions ecosystem services can be increased cost-effectively. The second aim was to assess whether it is better to jointly generate ecosystem services or to specialize in one of them.

As for the first objective, we indicated which areas are most suitable for expanding provision of each of the ecosystem services. If areas are targeted carefully, joint improvement of biodiversity, cultural services and carbon sequestration can be reached. Moreover, in certain areas expansion of agricultural production only leads to a marginal loss of biodiversity or one of the other ecosystem services. Generally, it is more cost-effective to target regions with low opportunity costs. For increasing carbon sequestration, targeting areas already having high sequestration levels is cost-effective. Opportunity costs decrease at a decreasing rate when carbon sequestration levels increase. For biodiversity and cultural services this pattern is less clear. We also found that in general opportunity costs increase if biodiversity levels increase, even though at a decreasing rate. In some biodiversity rich areas opportunity costs start to decrease again if biodiversity levels cross a certain threshold level. It is noted that these opportunity costs indicate the gross agricultural benefits foregone due to a marginal increase of biodiversity, cultural services or carbon sequestration. They do not indicate whether society is willing to pay for these foregone benefits. Nevertheless, these results do provide valuable information on effects of land use changes which is relevant for making land use decisions.

As for the second objective, we conclude that the transformation function is not quasi-concave. As a result, the assumption often made in economic analysis that the cost of producing an additional unit of a certain good or service gradually increases, does not apply for all cases. Especially for the relation between gross agricultural revenues (provisioning services) and carbon sequestration, specialization in one of the ecosystem services seems to be cost-effective. The relationship between agricultural revenues and biodiversity or cultural services is more complex. In most areas combining bundles of ecosystem services is cost-effective. But especially if biodiversity levels are high, focusing on biodiversity conservation, instead of combining agricultural production and biodiversity, becomes cost-effective.

The approach presented here provides interesting insights in the interactions between ecosystem services if land use changes are to be proposed. Showing the trade-offs between ecosystem services helps to understand the linkages within ecosystems. An important observation is that these linkages may not follow a concave relationship, an assumption made in several related studies. If concavity of the frontier is imposed in a situation where this is in fact non-concave, flawed inference will follow and thus the conclusions on the suitability for multifunctional land use or specialization will be incorrect. In addition, the shape of the frontier depends on the variables included. Polasky et al. (2008) estimate a concave frontier for the relation between agricultural income and number of species. A rough estimate of MSA can be obtained by translating the acreages of their land use categories to MSA values and then drawing the frontier, instead of the number of species. It turns out that in that case the shape of their frontier would be different and be much more comparable to the shape found in our study. Moreover, results also depend on the services included. Sensitivity analysis showed that deleting one of the ecosystem services did not change much the relationship between the remaining variables. Similarly, adding another ecosystem services is not expected to alter the relationships between the services currently analyzed. The interactions with the newly added service, however, may show unexpected new insights. Adding more variables will also make the analysis more complex. Furthermore, this analysis only included one input variable, land allocation, and adopted a grid size of 50 × 50 km. A grid size of 50 × 50 km is a large scale for ecosystem services analyses because it misses local heterogeneity which is important for some
ecosystem services. Currently it is not yet feasible to obtain data at a lower resolution, but this will be possible in the near future when IMAGE will be based on smaller grid cells. Note, however, that the grid data in fact are aggregates of sub-grid information on shares of each grid cell covered with a particular land use type and the ecosystem services generated by each of these land use types. Including more input variables may also become possible in the near future. Data on regulating services like pollination, erosion protection and pest control are already available, but they should be complemented with data on human inputs or land use intensity in order to be able to properly show the trade-off between using human or natural inputs. This is left for future research. Finally, the lessons learned on the interactions between the different ecosystem services may also complement and improve demand side environmental valuation studies searching for human preferences for land use changes. They may complement these studies as the results show which combinations of ecosystem services actually are feasible and what trade-offs of proposed land use changes will be. It may also improve valuation studies. In these studies respondents are asked to evaluate a proposed change without them actually knowing what the effects will be. In that case, it can be wondered whether values expressed truly reflect preferences. The trade-off information from our analysis provides insights about these effects which may in the end shape and sharpen preferences. Therefore, the relevance of the method and results presented here goes beyond its direct results but also feeds into other, related fields of research.
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Appendix A. Two-stage semi-parametric estimation approach

In this appendix, the two-stage semi-parametric estimation approach is briefly discussed. Full details on the method are given in Ruijs et al. (2012). In the first stage, the frontier of efficient observations is estimated non-parametrically using the output oriented, robust conditional FDH method (Cazals et al., 2002; Daraio and Simar, 2005). Introduce for each observation a vector of outputs $y$ and a vector of conditional variables $z$ which are beyond the control of the decision makers. For the current analysis no input variables are considered. The output vector contains the ecosystem services produced in a certain region. The vector of input variables are considered. The output vector contains the ecosystem services produced given characteristics $z$. Considering an empirical situation with $L$ observations, the Free Disposal Hull (FDH) estimator for the production possibility set $\Psi_{FDH}$ is (with bandwidth parameter $h$)

$$\Psi_{FDH}(y, z) = \{ (y, z) | y \leq y_i, z \in [z_i - h, z_i + h]) \} \quad \text{for} \quad l = 1, \ldots, L \quad \text{(A1)}$$

As opposed to Fig. 1, the FDH frontier is a stairway-shaped curve connecting the efficient observations. For each observation $(y, z)$, the Farrell–Debrue measure of output-oriented efficiency can be defined as:

$$\lambda(y, z) = \sup_{\lambda} \{ \lambda | \lambda(y, z) \in \Psi_{FDH} \} \quad \text{(A2)}$$

This function measures for each observation the distance of the output vector to the frontier, where $\lambda$100% measures the percentage output increase necessary to reach the frontier. Daraio and Simar (2005) showed that for a situation without conditional variables the estimator for the efficiency score $\lambda$ can be written in probabilistic format as follows:

$$\lambda(x_i, y_i) = \sup_{\lambda} \{ \lambda | S_i(y_i, z_i) > 0 \} \quad \text{(A3)}$$

for observation $y_i$ and with $S_i(y) = \Pr(y | y_i)$ the survivor function. Cazals et al. (2002) and Florens and Simar (2005) showed that for empirically estimating the conditional robust efficiency score (A2), a sample of size $m$ should be drawn with replacement from the sample of observations repeatedly to calculate (A3), after which the expectation is taken (see also Daraio and Simar, 2005). With $S(y, z)$ the conditional survivor function, the estimator can be written as

$$\lambda(S(y, z)) = \int \left[ 1 - (1 - S(y, z))^u \right] du \quad \text{(A4)}$$

For estimating the conditional survivor function $S(y, z)$ non-parametrically, smoothing techniques are needed such that in the reference samples of size $m$ observations with comparable $z$-values have a higher probability of being chosen (see Daraio and Simar, 2005; De Witte and Kortelainen, 2009).

In the second stage, the non-parametric frontier obtained in the first stage is approximated parametrically with a flexible translog functional form. Following Daraio and Simar (2007b), the parametric frontier function can be derived from the Shephard output distance function that gives the distance of an observation from the frontier as a function of the output and conditional variables. The Shephard output distance measure, $\delta(y, z)$, is an alternative indicator for the distance from each observation to the frontier which is equal to the inverse of the Farrell–Debrue distance measure introduced in (A2), $\delta(y, z) = \lambda^{-1}(y, z)$. The aim is to estimate from the distance measure $\delta$ and variables $y$ and $z$ the translog distance function $\phi(y, z; \theta)$, where the vector $\theta$ represent the unknown parameters of the translog distance function. The parameters $\theta$ that can be estimated by solving the following optimization problem:

$$\theta_0 = \arg \min \delta \left[ \sum_{i=1}^{L} \left( \ln \hat{\phi}(y_i, z_i) - \ln \phi(y_i, z_i; \theta) \right)^2 \right] \quad \text{(A5)}$$

However, to use (A5) in practice we have to first write it in terms of observed (or estimated) variables. To this end, introduce the translog distance function $\ln \phi(y, z; \theta) = \omega_0 + \beta \ln y + \frac{1}{2} \ln \gamma \ln z$, where matrix $\Gamma$ is symmetric (see Daraio and Simar, 2007a), with $\theta = (\omega_0, \beta, \gamma)$ the parameters of the distance function; $\omega_0$ is a scalar and $\beta$ a vector. Due to homogeneity of degree one in $y$, it has to hold that $\beta' \times \lambda = 1$ and $\Gamma' \times \lambda = 0$, with $\lambda$ the identity vector of size $M$. Define $\beta_1$ the $(M-1)$-vector of coefficients not containing $\beta_1$ and $\beta_0 = (\omega_0, \beta_1')$. Then

$$\Gamma = \begin{bmatrix} \tau_1 \ldots \tau_{M-1} \\ \tau_{M-1} \Gamma_{22} \end{bmatrix}$$

with $\tau = (\tau_1' 1') \in \mathbb{R}^M$, $\tau_1$ an $(M-1)$-vector and $\Gamma_{22}$ an $(M-1) \times (M-1)$-matrix. Due to the homogeneity assumption $\beta_1' = 1 - \beta_1', \lambda_{M-1}$, $\tau_1 = \tau_{M-1}' \times \lambda_{M-1}$ and $\tau_{M-1} = -\tau_{22}' \times \lambda_{M-1}$. With these notations, we can now estimate the translog distance function with OLS by solving the following problem (A5)

$$\theta_0 = \arg \min \left[ \sum_{i=1}^{L} \left( \delta_i - (\omega_0 + \beta_1 \ln y_i + \frac{1}{2} \ln y_i' \Gamma \ln y_i + \gamma \ln z_i) \right)^2 \right]$$

with $L$ the number of observations. The elements of $\delta_i$ are the outcomes of the translog distance function for each observation.
\[
\text{arg min } \left[ \sum_{i=1}^{n} \left( \ln y_i^* - \left( \alpha_0 + \beta_1 \ln y_i^{\ast} + \frac{1}{2} \sum_{j=2}^{m} \ln y_j^{\ast} \ln y_j^{\ast} + \gamma \ln z_i \right) \right)^2 \right]
\]

with \( y_i^* = y_i/\delta = \ln \delta_i \) the values of \( y_i \) projected on the output efficient frontier and \( \ln y_i^{\ast} = y_i/Y_i = y_i^*/y_i^*. \) In words, estimate the best parametric approximation of the multivariate output distance function is the same as projecting the output values on the output efficient frontier using the distance values estimated in the first stage, and then estimating with ordinary least squares (OLS) the frontier function

\[
\ln y_i^* = \left( \alpha_0 + \beta_1 \ln y_i^{\ast} + \frac{1}{2} \sum_{j=2}^{m} \ln y_j^{\ast} \ln y_j^{\ast} + \gamma \ln z_i \right) (A6)
\]

Based on the frontier function (A6), opportunity costs or trade-offs between the different variables can be derived. For this we use the duality relationship between the benefit function and the distance function (Färe and Grosskopf, 2000; Bellenger and Herlihy, 2010). For vector of prices \( p \), the benefit function is defined as \( B(p) = \sum y_i p_i (y_i, x_i, e_i, p) \). As \( y/\delta(x,y,z) \) is a feasible output vector, it has to hold that \( B(p) \geq \max p_i (y_i, x_i, e_i, p) \) and so \( \delta(x,y,z) \) is \( \max p_i (y_i, x_i, e_i, p) \). As a result, for each output \( m \)

\[
\frac{\delta(x,y,z)}{\partial y_m} = \frac{p_m}{B(p)} (A7)
\]

It follows that if the market price is known for one of the outputs, e.g. for the first output, opportunity costs for the other outputs are equal to

\[
p_k = p_1 \times \frac{\partial \delta(x,y,z)}{\partial y_1} (A8)
\]
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