Some of the essential points of applying emergent realist theory to practice are sketched in this chapter. First a running conversation is offered to explain emergent realist evaluation; then an example pre-proposal highlights important aspects of practice.
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It is by imagination that we can form any conception of what are his sensations.

Adam Smith, Theory of Moral Sentiments (2nd ed.), 1762

It was just my imagination, once again, running away with me.

The Temptations (Norman Whitfield and Barrett Strong, songwriters, 1971)

In this chapter and in those that follow, we present a realist theory of evaluation. Realism is a tradition of increasing importance in evaluation (House, 1991; Pawson and Tilley, 1997), and we refer to our approach as emergent realism. Shadish, Cook, and Leviton (1991) list practice as the last of the five components of evaluation theory; the other four components provide the terra firma on which practice is constructed. For example, the knowledge construction component (see Julnes and Mark, Chapter Two) serves as the foundation for choices about research methods. But we have chosen in this sourcebook to bring the practice component to the forefront. This provides the best distillation of emergent realist theory in that it both introduces and summarizes the other components. By beginning this sourcebook with the practice component, we hope to introduce many of the most salient characteristics of emergent realist evaluation (ERE) theory and to show how ERE differs from other theories of evaluation. This discussion of practice, however, is based on emergent realist principles elaborated more fully later in this volume.
To better form a concept of what ERE is, we ask you, the reader, to exercise your imagination by placing yourself in the role of an emergent realist evaluator and considering how an emergent realist views a variety of questions that arise in the practice of evaluation.

As you prepare to leave the house, you, the emergent realist evaluator, think about the meeting you have scheduled today with a fellow evaluator to talk about collaborating on a proposal for an evaluation of a state program for preschoolers. You think the two of you can use emergent realist ideas to frame the proposal, but you need to introduce your colleague to emergent realism. You think you might say something like. . . .

Emergent realist evaluation, or ERE, is an approach to evaluation based both on a philosophy called neo-realism and on an integration of lessons drawn by many evaluators from practice, theory, and research. Like other forms of realism, emergent realism assumes that reality exists apart from our understanding of it. Emergent realists believe, to take a timeworn example, that if a tree fell in a forest, its crash would create the sound waves that could be registered as sound, even if no one were there to hear it. While this might seem like an obvious assumption, it actually differs from the idealism held by some constructivists who deny that there is any reality apart from our interpretations. Emergent realism also assumes, as do most forms of realism, that there are regular patterns in the world that we can detect, including underlying generative mechanisms. When we observe an event—say, a tree falling in the forest—the event is caused by unobserved processes, such as gravity, that occur at other levels. Although gravity, as an underlying mechanism, is not itself directly observable, it has detectable consequences, such as the falling of a tree. Similarly, the crashing of the tree makes detectable sounds because of underlying regularities involving sound waves and their impact on the human ear. Unobservable underlying mechanisms give rise to observable events.

Reality, then, is hierarchical or stratified, in the sense that there are molecular, reductionistic levels (such as gravity and airwaves) and molar, holistic levels (such as trees falling and producing detectable sounds). In general, entities at the more molecular levels, such as gravity, are referred to as underlying generative mechanisms or structures, while those at the more molar levels, such as falling trees, are referred to as events and, when they are actually observed, as experiences.

There are other aspects of the emergent realist approach that it would be nice to convey, you think, such as the concept of “emergent properties” and “open systems,” but this is already too deep for a morning meeting about writing a proposal. Maybe later. But you’d better mention, early on, a bit on the ERE perspective on sensemaking and valuing.

Emergent realists also assume that, as complex organisms in the world, humans have evolved sensemaking capabilities for understanding the world. For example, humans have evolved the ability to hear sounds that correspond to certain wavelengths. Unlike so-called naive realists, emergent realists assume that these evolved sensemaking capabilities, although adaptive, are imperfect—
they are indirect, constrained, and influenced by past experience. For example, one might "hear" a tree falling when no tree actually fell because of expectations, visual cues, and background noise. Emergent realists also recognize that, in addition to biologically evolved sensemaking processes, there are socially constructed sensemaking technologies designed to supplement the biological processes. For instance, one might use a hearing aid to better hear falling trees, conduct an experiment to better estimate the effects of some intervention, or carry out a survey to gather information from a larger and more representative set of individuals than one person could readily observe or interview. With critical realists, emergent realists bring a critical perspective to the assessment of the quality of these constructed technologies as an aid to evolved sensemaking. While constructed technologies may improve understanding, each one is fallible, and its limitations should be analyzed in the specific context in which it is used. The ERE perspective on evaluation methods, then, is that they are constructed technologies, to be used—with critical analysis of their value in situ—to help in making sense about social programs.

But ERE sees sensemaking as just one of the two prongs of evaluation. (In fact, one key difference you saw between emergent realism and previous theories of evaluation—a difference that drew you to emergent realism—is its dual focus on sensemaking and valuing.) Prior to ERE, most realist efforts emphasized only sensemaking. For example, Campbell, a sophisticated critical realist, emphasized the use of techniques designed to estimate the impact of programs. This is a form of sensemaking whereby the evaluator intervenes in the world, through the use of research design and measuring instruments, with the goal of better understanding aspects of the world (specifically, the program's effects). In contrast, some theorists, such as Guba and Lincoln (1989), focus more on addressing the value issues surrounding programs. ERE in a real sense represents a third alternative that focuses on both sensemaking and value-probing.

The emphasis on values in ERE serves partly as a counterweight to the inadequate attention historically given to values in the experimentalist tradition in evaluation, and partly as an explicit recognition of the value-laden context within which evaluations are conducted. For example, an evaluation of a social program or policy can rarely measure all of the possible consequences, intended and unintended, that each stakeholder group and the public values. But by measuring those outcomes that are related to some groups' value positions, an evaluation will legitimate those values, while giving short shrift to others. Emerging realist (ER) evaluators explicitly recognize that different individuals and groups assign varying levels of importance to different values, and that choices made in the evaluation process can serve some value perspectives and the parties that hold them over others. In addition, ER evaluators believe that the value positions surrounding social programs can and should be directly studied, and it is this belief that differentiates the ERE position on values from many other approaches to evaluation.

The issues concerning values are tricky, but enough for now. The general point you'll need to make up front is that ERE consciously addresses both sensemaking
activities, such as estimating the effects of programs, and valuing activities, such as assessing whose values are served by particular outcome patterns. And you know that your colleague is an experienced and savvy evaluator, who is well aware of the value conflicts that can arise in the design of evaluations and in the utilization of evaluation findings, so you expect her to be receptive to your points about values. But you'll have a limited amount of time to meet and discuss your prospective collaboration. And you expect that one of the first things she's going to ask, if you push your ERE perspective, is what difference ERE makes in terms of how you will frame the evaluation. So, as you drive to the meeting, you think about . . .

How does an adherent of ERE specify priorities among the various purposes that evaluation might serve? Of the many purposes that evaluations might have, what is generally most important? And how might the particular circumstances of a given evaluation lead to different priorities?

Although a more nuanced and contingent realist view of evaluation is forthcoming (Mark, Henry, and Julnes, in preparation), realist evaluation to date (House, 1991; Pawson and Tilley, 1997) has given general priority to explanation, in the sense of identifying (1) the manipulable generative mechanisms that underlie program effects, and (2) the conditions under which these mechanisms operate, including (3) the types of individuals for whom they operate. This approach, if it works properly, serves three functions of evaluation: formative, summative, and knowledge construction (Scriven, 1990; Patton, 1997).

As you think about this point, you try to recall one of your favorite quotes from Lee Cronbach, who was one of the first and foremost advocates of explanation as a focus of evaluation. In the quote, Cronbach indicates the desired overlap of formative and summative evaluation and knowledge construction. If you could recall the quote verbatim, you would remember it as

Evaluation that focuses on outcomes can and should be used formatively. When a trial fails, the social planner wants to know why it failed and how to do better next time. When the trial succeeds and the proposal is considered for use under changed conditions, the intelligent planner does not conclude that its effectiveness has been proved. She now asks about the reasons and essential conditions for the success. Even when the trial of a plan has satisfactory outcomes, the policy maker should be prepared to consider any alternative that has a chance of working appreciably better (Cronbach, 1982, p. 12).

So a focus on underlying generative mechanisms aids formative purposes by providing a basis for strengthening an intervention, making it more efficient, better targeting it to those who will be most helped, and designing future interventions—all of which are easier to do if you understand why a program works. Learning about underlying mechanisms also serves traditional objectives of summative evaluation. In particular, knowledge of generative mechanisms is a valuable basis for generalizations about the likely effectiveness of the program for other persons, settings, or times (Cronbach, 1982; Mark, 1990; Cook, 1993). In addition, studying underlying mechanisms requires assessing the effects of a program, usually on multiple outcomes. Thus, the emergent
realist's focus on underlying mechanisms will also typically provide information about the merit or worth of the program, in the sense advocated by Scriven (1990).

Another car cuts into your lane, causing you to turn your full attention to driving. As you get back to thinking about your meeting, you realize that your colleague will probably push you on ERE's focus on explanation. You can hear her ask: Should every evaluation focus on underlying mechanisms? Aren't there areas where we have social programs but lack the substantive knowledge needed to develop good explanations? And sometimes aren't there important evaluation tasks that should be done that don't involve explanation? You plot your reply.

Although emergent realist evaluation places a priority on research that probes underlying mechanisms, it does not hold that all evaluation should be of this form. When interventions are new and rapidly evolving, especially when the intervention and/or evaluation resources are small, it may be preferable to do more formative evaluation work, such as evaluability assessment (Wholey, 1987). Moreover, some interventions are "puny," as illustrated by the one-hour speaker approach to diversity training or sexual assault awareness prevalent on some college campuses. Mechanism-probing evaluation research is typically labor and resource intensive. While it should be helpful to look at puny interventions through an ERE lens, it is probably not cost-effective to evaluate them with a full scale mechanism-probing study.

Moreover, explanation can sometimes take place at a relatively molar level. (See an extended discussion of this issue in Chapter Two.) While emergent realists emphasize the value of explanation, they also insist, first, that explanation occurs at different levels and, second, that a highly molar explanation, containing simply the description of the causal relationship, can be important and useful. Human history is filled with cases in which people recognized and used regularities without a satisfactory molecular explanation. Pre-industrial humans recognized many toxic substances and developed rules of diet and, in some cases, practices such as using poison darts for hunting, without an adequate explanation of the underlying physiological processes. People have long used electricity and aspirin without good explanations for their effects. Similarly, the harmful average effects of smoking have been recognized without a satisfactory account of the mechanism by which it operates. Indeed, individuals and social groups can be right about useful causal regularities while holding an incorrect explanatory account. For example, manipulation of the spine by a chiropractor is effective for lower back pain; fortunately, we do not have to believe chiropractic theory, which holds that virtually all medical problems arise from spinal misalignment, to take advantage of this effect (Carey and others, 1995). In short, although a good account of underlying mechanisms is valuable and often leads to more efficient or more effective action, it is also possible to have useful knowledge about causal regularities without having a molecular explanation. Sometimes knowing an average effect size, for the specific contexts in which a program operates, is good enough for decision-making for the time being, as manipulability theorists (Shadish, Cook, and Leviton, 1991)
such as Campbell have argued. Thus, though emergent realist evaluators aspire to good molecular explanations as a goal of evaluation, they also believe the position held by manipulability theorists can be a useful fallback, at least if one can be confident about the applicability of the findings in the particular context(s) of interest. In short, when the level of knowledge is not adequate for testing explanatory accounts of underlying mechanisms, ERE endorses research that (1) allows more molar causal assertions about the effects of a program, with emphasis on identifying the conditions under which particular effects occur, and (2) helps develop knowledge about underlying mechanisms.

Viewed from a developmental perspective on knowledge construction, an emergent realist approach to evaluation involves seeking a relatively complete account of underlying mechanisms, but with the realization that such accounts may emerge over time and research efforts. ER evaluators should not, however, require or expect a detailed, empirically supported explanatory account for all actions or all recommendations (see, for example, House, 1991, on the Mackie's analysis of causal relations). Good evidence about program effects may suffice for judgments of merit and worth, even if explanation is molar or lacking. But less confidence will be warranted in generalizations to other sites or in formative suggestions about program improvements, relative to the degree of confidence one could have if better knowledge about mechanisms were available.

You think about making one other point about those evaluation activities that do not involve explanation: Contemporary realists are concerned not only with underlying generative mechanisms, but also with underlying structures or categories. Many evaluation tasks can be analyzed in terms of this focus, but the development of ERE to date has emphasized sensemaking with respect to underlying mechanisms (see Chapter Two; for a more comprehensive account of realist evaluation, including a description of classification and other evaluation tasks to carry out when explanation is of less interest, see Mark, Henry, and Julnes, in preparation). “So enough about explanation and sensemaking already,” you imagine your colleague saying, “What about this values piece of ERE you mentioned?”

In addition to the more familiar knowledge construction purposes, a major purpose of ER evaluation is to unpack the value issues surrounding a program. ERE sees values-probing as a core focus of evaluation activity, in conjunction with the sensemaking activities that center on estimating program effects, assessing contextual determinants of success, and probing underlying mechanisms. Values are important throughout the life cycle of programs, from the definition of a social condition as a social problem, to the selection of program alternatives, to the decision about whether to initiate a particular program, to decisions about whether to continue, expand, or modify a program. Values influence evaluation use. Entrenched—but typically implicit—value positions in the “policy setting community” (Cronbach, 1982; Kingdon, 1995) can prevent evaluation from sparking program improvements. In part this occurs because stakeholders may draw conclusions about programs based on
value positions that are relatively resistant to information about effects (Ross and Nisbett, 1991). For example, in the treatment of homeless individuals in the United States, some people are committed to the building of dwellings in residential neighborhoods not because of any evidence that these result in better outcomes, but because they see it as a matter of human dignity and decency. Others respond, “Not in my backyard” to the construction of shelters, regardless of any evidence about the impact of such shelters on crime, property values, or any other outcomes (Wright, 1991). In short, evidence about program effects, even evidence about underlying mechanisms, may fail to influence the conclusions stakeholders will draw because values can overcome the effect of evidence. In addition, those involved in debates and decisions about programs (elected officials, for example) are often influenced by assumptions about the values held by others (such as constituents). Thus, evaluation can inform policy processes by addressing such questions as “What sort of outcome pattern satisfies whose values?”

Unlike Guba and Lincoln (1989), ERE does not view the evaluator as the necessary vehicle for negotiating value discrepancies. But ERE does acknowledge that policy-making and social programming are not based solely on information about underlying mechanisms. Evaluations may be more potent—at least in the sense of stimulating discourse—when they also provide information about which outcomes, generated by which mechanisms, are valued by whom. Of course, as with other social phenomena, the emergent realist evaluator recognizes that values may be affected by context and are susceptible to change over time—which may have implications for the assessment of values and the reporting of findings about them.

As you make the last turn approaching the meeting site, you imagine your colleague’s next comment. You know she’s read Shadish, Cook, and Leviton (1991) and will point out that, even when the general purpose of an evaluation is determined, choices are likely to remain about which specific questions to address. If, for example, one’s purpose is to estimate the effects of a program, the issue of question choice arises in terms of how to decide which of the many possible effects one should measure. You think about this as you approach the building.

Question choice for the mechanism-probing brand of ER evaluation is, in one sense, quite simple. Evaluators should address those research questions that help identify which mechanisms are operating and which are not. For example, if the addition of a given dependent variable will help differentiate between two possible mechanisms, it is important to add measures of this variable. For instance, Entwistle (1995) indicates that, in research on the long-term social effects of preschool programs, one possible mechanism is that preschool participation allows some of the participants to avoid negative tracking, such as placement in lower-level reading groups or retention in the early grades. In evaluating a preschool program, then, this potential underlying mechanism could be probed by assessing the impact of preschool participation on tracking assignments. Question choice is based on program theory, then, and the
evaluator will typically focus on estimating effects relevant to program theory, as well as on testing potential moderators and mediators of these effects. For example, the effect of preschool could be moderated by the quality of the schools the preschool participants enter (Lee and Loeb, 1995).

However, other criteria may also often be needed to guide question choice. In some cases, for example, only a few outcome measures will be needed to differentiate among alternative mechanisms, and another criterion will be needed to select among the other possible measures. In other cases, the knowledge base in a particular area may be inadequate for a strong, molecular search for underlying mechanisms, and some other criterion may be needed to select among possible measures. On what basis, then, other than importance for testing mechanisms, should the evaluator select among the many possible effects? The ERE answer, put simply, is that the evaluator should select, first, those effects that reflect the public’s interest in the program and, second, those that are important to other important stakeholders.

For ER evaluators in particular, another issue arises with respect to question choice: At what level of molecularity should we seek explanatory accounts? Explanations for a social program’s effects can be given at different levels of analysis, from the neurological to the psychological to the social-structural. From this perspective, ERE replaces the metaphor of the program as a black box to be explored with the more apt metaphor of a set of Russian stacking dolls, where another level of explanation always underlies whatever level we are examining. ERE does not call for evaluators to move inexorably on to more molecular levels of analysis. While such an approach might be appropriate for basic research, it is impractical in the applied world of evaluation. Instead, utilization serves as a practical determinant of how far to go within the set of nested dolls. For example, there would be no reason to move from a psychological to a neurological level of analysis, unless doing so could reasonably lead to better agenda setting, selection of alternatives, choice of an alternative, or implementation activities (see Henry and Rog, Chapter Five).

A similar concern arises in terms of how far evaluators should go in looking for additional contextual determinants of program success. Testing alternative mechanisms often involves looking for moderators, that is, for contextual and client factors that change program effectiveness. (In statistical terms, this involves testing for significant interactions between the program and client or contextual factors). For example, a treatment program for homeless substance abusers might be found to be ineffective for homeless who have a psychological disorder, but effective for others. But a focus on client and contextual boundaries can lead researchers into Cronbach’s (1975) “infinite hall of mirrors,” whereby we encounter ever higher-order interactions that limit the initial lower-level contextual interactions. For example, the interaction between the homelessness intervention and client psychopathology might take place in a higher-order interaction, such that the treatment is effective for homeless without a psychological disorder only at sites where other social services are
adequate. The molar-molecular dimension also applies to the study of interactions. The focus on increasingly higher-order interactions can be seen as molecular—at its extreme, focusing on the response of each individual in a single setting—relative to the molar main-effect approach involved in examining only the average effect of the treatment relative to the control group. Some scholars (such as Guba and Lincoln, 1989) have reacted to the possibility that a finding might be limited by higher-order interactions by insisting on highly molecular analyses and, further, by denying the utility and even the existence of social regularities. ERE is not sympathetic to this stand which, as its critics note, is embedded in a radical relativism which leaves us with no warrant for any action (for example, see Pawson and Tilley, 1997). The question remains, though, of how to choose the level of molecularity to be employed in our explanatory accounts. ERE suggests that the level of molecularity should be driven by (1) utility, so that explanations are at a level corresponding to the needs and conceptions of those who will use an evaluation, and (2) empirical evidence, regarding the large (and policy-relevant) contextual determinants that need to be accounted for so that the explanatory account is a useful guide to practice.

You park your car, grab your briefcase, and head inside. After greetings, the meeting begins. To your surprise, it begins pretty much as you expected. The one thing you hadn’t had time to think about in advance, of course, turns out to be the one thing that your colleague is really interested in—the issue of “method choice.” That is, what guidance does ERE provide on how to select the research methods for a particular evaluation? In trying to be concise, you discuss this issue a bit mechanically.

The primary criterion for method choice for sensemaking, according to ERE, is the method’s suitability for probing underlying mechanisms. ER distinguishes between two general approaches to the study of underlying mechanisms: (1) competitive elaboration, which can be applied when alternative generative mechanisms are articulated in advance, and (2) principled discovery, which can be applied when generative mechanisms are not adequately specified in advance. In fact, competitive elaboration and principled discovery share the same underlying logic, but the distinction is useful in practice.

You decide to explain competitive elaboration first, both conceptually and in terms of methods that can be used to carry it out, even though principled discovery might be carried out first. Why hadn’t you thought about method choice on the way over?

Competitive elaboration refers to the process by which alternative explanations—whether alternative program theories or validity threats—are ruled out (Reichardt and Mark, 1998). Competitive elaboration involves (a) specifying the implications of a possible mechanism to discover those that conflict with the implications of alternative mechanisms (including validity threats), and (b) obtaining data to see whether the implications of the mechanism or of its competitor hold true. In other words, when an explanatory account is susceptible to alternative explanation, the plausibility of the alternative—and of
the original—can be put to test by adding a comparison that creates competition between the explanatory account and the alternative explanation. The comparison can be made with respect to any of the elements of a causal relationship: cause, recipients, setting, time, and outcome variable (Reichardt and Mark, 1998). For preschool programs, Entwisle has articulated three potential generative mechanisms for the long-term effects that have been observed (1995; for descriptions of the effects, see Barnett, 1995; Consortium for Longitudinal Studies, 1992; McKey, 1985). The first possible mechanism is that increases in IQ score allow preschoolers to avoid negative tracking assignments, and the better tracking assignments in turn stimulate better outcomes. A second potential mechanism is that preschool participation causes parents, teachers, and others in the child's social world to hold higher expectations for the children, and the children respond to the enhanced socialization that results. According to the third of Entwisle's possible generative mechanisms, the preschool serves directly as a trigger to make the children ready for the rigors of kindergarten and first grade. Each mechanism specifies some short-term changes that can be measured and tested. In addition, an ER evaluator would be aware that each mechanism might work differently with children from different family and social environments. (For other examples, see Mark, 1990; Mark, Hofmann, and Reichardt, 1992; and Reichardt and Mark, 1998).

Competitive elaboration can be accomplished through a variety of research designs: (1) In the quantitative domain, moderated multiple regression, analysis of variance, or other techniques can be used in planned analyses to assess causal mechanisms by determining whether observed program effects are robust across different client subgroups, settings, outcome variables, treatment variations, and time lags. For example, in a well-known time series quasi-experiment, Ross, Campbell, and Glass (1970) found that a crackdown on drunken driving in Britain was followed by reduced traffic fatalities during the hours pubs were open, and that no such decline occurred in hours when pubs were closed. This pattern helped demonstrate that the crackdown reduced drunken driving, and it helped rule out a number of alternative explanations. Analyses that assess the robustness of program effects across subgroups, settings, outcomes, or time, even if not definitive in pointing to one mechanism over others, can be useful to policy-making in terms of showing possible limits to generalizability. (See Julnes, 1995; Mark, 1990; Mark, Hofmann, and Reichardt, 1992; and Reichardt and Mark, 1998, for examples and discussion of these and other benefits of this approach.) (2) Hierarchical linear modeling (HLM) and related techniques can be employed to study the effects of variables at different levels of aggregation (Bryk and Raudenbush, 1992). These techniques have been commonly used in education, for example, to examine the interactions of school-, classroom-, and pupil-level variables. HLM can be used, for instance, to investigate community-level effects and how they interact with program effects. (3) Meta-analyses can also provide evidence about moderated effects when a number of evaluation studies have been conducted (Cook and others, 1992; also see House, 1991, who argues
for meta-analysis from a scientific realist perspective). (4) We can also learn about mechanisms through the study of mediation, which is another form of competitive elaboration whereby one's program theory predicts that the program's effect on an outcome will be mediated by some other variable, whereas alternative explanations do not make this prediction. For example, Seligman's revised theory of depression predicts that those in therapy will first show a change in the sort of causal attributions they give for negative events, and that the use of these attributions will statistically account for subsequent change in depression; alternative explanations do not make this prediction. (5) In some instances, as Pawson and Tilley (1997) point out, basic research will be informative about generative mechanisms in social programs. For example, Borkovec and Miranda (1996) use the results of laboratory experiments from cognitive psychology and other areas as part of the web of evidence to argue for their model of treatment for generalized anxiety disorder. (6) Qualitative methods can also be employed for competitive elaboration (Yin, 1994; Campbell, 1974; Maxwell, 1996; Mohr, 1995). For example, in a recent evaluation of the impact of a technology funding program on instructional processes, through case study methods a few specific mechanisms were identified as necessary but, by themselves, insufficient to stimulate an impact (Jones, Dolan, and Henry, 1996). On-site teacher training and availability of technical support for labs and classroom equipment, for instance, were found to be present in many situations where technology was most highly used. However, each component was also present in cases where the technology was not heavily used. The generative mechanisms underlying high use of technology were observed to take a varied, but not entirely unsystematic, route. In a follow-up study, ten sites are being used as case studies to further elaborate these mechanisms and to see if there are discernible packages or configurations that seem to lead to higher levels of instructional use and under what circumstances these configurations work. Smith (1997) presents a similar example that relies on the integration of qualitative and quantitative research. (7) More generally, competitive elaboration involves the use of pattern matching (Campbell, 1966; Trochim, 1985)—which can in fact encompass all the preceding approaches. For example, in an evaluation of Georgia's HOPE (college) scholarship program, Henry and Bugler (1997) hypothesized that the program's requirement of a B or better average in college and its limit of four years of support would serve as potential triggers for several outcomes: higher GPA, more credit hours earned, and greater likelihood of remaining in college after two years of study. Program impact was tested on a sample of marginally qualified students and on subgroups of traditionally underserved students, specifically African Americans and women. The HOPE scholars earned more credit hours, had higher GPAs, and were more likely to remain in college. However, this was true whether or not the HOPE scholars had retained their scholarships. This pattern of results is consistent with the interpretation that, underlying the HOPE program's effects, is a mechanism whereby it legitimizes scholarship recipients as college students (Gamoran, 1996).
"So," your colleague asks, "for competitive elaboration, you start with a program theory—or at least a hypothesis about an underlying mechanism, right? But what does ERE say you should do when you don’t start with a good hypothesis about the underlying mechanism?" Ah, you reply, that’s precisely what “principled discovery” is about—how to do elaboration in the absence of strong theory.

In many cases in which evaluations are done, theories may be inadequate. And having 100 equally speculative theories is probably no better as a guide to research than having none. Moreover, in some cases, programs are evaluated before practitioners are able to develop the experientially based theories that can guide realist evaluations. What do we do in these cases? How do we ask the data, rather than practitioners or social science theory, to provide the program theory to further guide us? There are several possible approaches. (1) The exploratory data analyses of Tukey (1977) and other graphical methods (Henry, 1995) could be used more widely to guide informed speculation about underlying mechanisms. Even if not predicted in advance, the observation that larger effects cluster in one subgroup, or in one setting, should set off additional investigation and the search for the underlying mechanism. (2) Techniques such as regression and analysis of covariance can be used in an exploratory fashion—and indeed may be most important as exploratory tools (Tukey, 1977)—to search for variations in treatment effectiveness across subgroups and settings. One approach is to use residuals to identify sites or cases that have larger or smaller outcomes than would be expected from standard predictors. These extreme cases can be contrasted to see if the variation in outcome appears to be associated with differences in types of participants or in treatment implementation, relying perhaps on qualitative data from interviews or observations. However, these and other efforts at discovery should be principled—for example, evaluators should not present an interaction they stumbled upon as though it were the confirmation of a hypothesized mechanism. Rather, such discoveries should lead to theory building and be subjected to replication, other tests, or both.

(3) An important form of principled discovery is what Julnes (1995) calls the “context-confirmatory approach.” Under this approach, an empirical discovery that suggests a mechanism (such as the discovery of differential effects across subgroups on a key outcome) is used to generate a distinct prediction that should be true if the newly induced mechanism is operating (such as the pattern of differences in some other outcomes). (4) It is even possible to obtain evidence of differential effects, without certainty about their origin, by testing for variance shifts that result from the program. Techniques such as those described by Bryk and Raudenbush (1988) can be applied to assess whether treatment groups differ in variability in such a way that would indicate that some unknown interaction exists. For example, if the variability among those assigned to workfare is greater than among those assigned to traditional welfare, this could indicate that workfare is (relatively) helpful to some and harmful to others. Such knowledge (a) could lead to cautions about proposed policy changes and (b) should initiate an exploration to identify what differentiates
those who are helped from those who are hurt. In short, emergent realist evaluators have a considerable array of methods available with which to interrogate the data, which is particularly important when pre-existing theories are not sufficient to guide the search for mechanisms and for the contextual determinants of program outcomes.

"Okay," says your colleague. "I like competitive elaboration and principled discovery as two general strategies. But you mentioned a lot of different ways you could do each of them. How do we decide which specific method to use?"

The concepts of competitive elaboration and principled discovery themselves do not lead magically to method choices. Different methods can be used to carry out competitive elaboration or principled discovery, and the evaluator needs to make an informed choice of methods for the particular evaluation context. With respect to the question of whether to adopt the methods of competitive elaboration or those of principled discovery, the state of existing knowledge will be the primary determinant. The less is known about possible mechanisms, the more likely the evaluator will need to employ the more exploratory techniques of principled discovery, rather than the more verification-oriented techniques of competitive elaboration. But, as suggested by the context-confirmatory approach (Juhnnes, 1995), the ERE evaluator will probably use both, sometimes in an overlapping fashion and sometimes iterating between the two.

"Let me try this out," interjects your colleague. "Let's say you're evaluating a boot camp program for criminal offenders. You start with a more exploratory analysis, like stuff Tukey wrote about, right? Let's say you find that, compared to the traditional criminal justice system, the boot camp program reduces recidivism for offenders with minor criminal records but not for offenders with more severe records. From that finding, you generate the hypothesis that the mechanism underlying the program is 'labeling': The boot camp keeps minor offenders from getting labeled, by themselves and by others, as criminals." You start to respond, but your colleague continues: "And so from this potential mechanism you develop another hypothesis, such as that, controlling for offense, the program will be more effective for younger than for older offenders because the younger ones will be less likely to have strong labels as criminals." Exactly, you reply, except that the "competitive" part of competitive elaboration kicks in. You also need to identify any alternative mechanisms—whether drawn from the literature, program staff, or clients—such as whether the effects you've mentioned might be caused by motivation or by increased work skills instead of by labeling. And then you try to find predictions that will tell these apart. For example, if it's labeling, the difference between younger and older offenders presumably should be the same at all sites. But if it's work skills, the age difference is likely to depend in predictable ways on the specific activities carried out at each site to teach work skills. After you and your colleague congratulate each other for being able to talk the same language, you decide that you had better clarify the typically iterative relationship between principled discovery and competitive elaboration.

If you start without a strong theory about possible mechanisms, you begin with principled discovery and move on to competitive elaboration as much as
possible. On the other hand, if you can identify the possible mechanisms in advance, you start with competitive elaboration and work to collect observations that will help indicate what mechanism is in operation. But you can still do the more exploratory sort of work labeled principled discovery. This may lead to a refined theory of the mechanism (for example, if you find that the relationships predicted by the mechanism hold in some conditions but not in others) or to exploring a possible mechanism you had not identified in advance.

Your colleague jumps in: “Don’t I remember seeing something on EvalTalk, or maybe in a review somewhere, that realists don’t believe in control or comparison groups? What’s this about? Isn’t an experimental design going to be helpful sometimes in sorting out competing mechanisms, as well as in just figuring out what the effects of a program are?” I know what you’re referring to, you reply. From the ERE perspective, it’s a serious flaw in a book that has many other nice attributes.

Pawson and Tilley (1997), working from a scientific realist perspective, have argued against the value of experimental and quasi-experimental control groups. For example, in reviewing one evaluation, they note the study was “a quasi-experimental one, comparing changes between the experimental and control [sites]. However, . . . this cannot add anything instructive, and indeed it does not do so” (Pawson and Tilley, 1997, p. 97). Pawson and Tilley suggest that the “realist experiment” involves creating the conditions that allow one to observe whether a particular mechanism is triggered, and that experimental and quasi-experimental designs are of little value in doing so. On the latter point, ER evaluators disagree. Bhaskar (1978, p. 53), a key figure in critical realism, claimed that there are two functions that the experimental scientist must perform: “First, [s]he must trigger the mechanism under study to ensure that it is active; and, secondly, [s]he must prevent any interference with the operation of the mechanism. These activities could be designated as ‘experimental production’ and ‘experimental control.’” The value of the randomized experiment, as Campbell (1957) suggested, derives from the value of the randomized control group in preventing (or, more precisely, accounting for) the interference of plausible extraneous mechanisms, such as generative mechanisms sparked by other events (history), or emanating from naturally occurring processes within the research participants rather than from the program (maturation). So the ER evaluator sees value in traditional experimental designs, to the extent they aid in principled discovery or competitive elaboration in a given instance.

“Um, where exactly do values fit in here?” your colleague asks, with furrowed brow. Well, you answer, we’ve kind of ignored values momentarily, but . . .

The sensemaking and values-probing in ER should be linked in an iterative process—a sort of ongoing churning in evaluations and in the policymaking community (Majone, 1988) more broadly. For example, one relatively likely form of this iterative and overlapping focus on values and sensemaking begins with values probes that provide an underpinning for the collection of
evidence for sensemaking, which itself will likely entail reinterpretation of evidence and the collection of additional evidence, which is interpreted in light of critical assessment of the values implicit in the evidence, and so on. In addition to feeding into the design and interpretation of the evaluation, findings about values should be communicated to the multiple audiences of the evaluation. While clarity about values conflicts will not lead magically to consensus, it should generally improve the quality of debate and deliberation. To accomplish this interlinking of sensemaking and values-probing, specific approaches or methods for values-probing are required (in addition to the methods for principled discovery and competitive elaboration, which aid sensemaking about program effects and underlying mechanisms). ERE includes three general methodological approaches for values-probing, the purpose of which is to understand the consensus and conflict around values issues among the various groups that have a role in the pluralist, democratic policy processes (Henry, 1996).

The first method involves using sample surveys to better understand the magnitude of concerns about social problems, the perceived need for social or governmental intervention (or for changing an existing intervention), the acceptability of different types of interventions, and what respondents value among the different outcomes an intervention might achieve. For example, in an evaluation of a preschool program for four-year-olds, one might first identify key stakeholder groups, such as teachers, parents, and program administrative staff. In addition, ERE calls for including "the public," which can be represented by a sample of residents in the area served by the program. Each of these groups can be surveyed with two sorts of questions. The first would ask about the extent to which respondents would consider the program a success if it achieved each of a number of different outcomes. Responses to these questions create a values map, allowing us to specify whose values are served by particular outcome patterns. A second set of questions can locate the program itself, apart from its observed outcomes, in a values context. For the preschool program, values related to the nature of services and service delivery can be as important as the lists of desired outcomes. For example, one key issue is whether the target population should include only children from "disadvantaged" households (an equity concern) or, alternatively, whether universal access should be provided to this developmental program without targeting specific groups (an equality concern). Similar choices are at the heart of many values issues in American society (Yankelovich, 1994). Other value issues are also of interest, such as parental choice in selecting a preschool program for their child, and the decision about what type of organization should be allowed to provide the services (public, private, or not-for-profit). Survey data on public and stakeholder group views on such questions help in clarifying whose values the intervention represents.

A second approach to values-probing involves the use of any of a number of qualitative methods. Focus groups and intensive interviews can be used to
assess the value structure of various stakeholder groups, including the public. Ethnographic observation might also be used to gauge the value positions of program staff and clients. As an example of a qualitative approach to values-probing, Caracelli and Greene (1997) describe an evaluation by Greene and her colleagues of a program that included the elimination of tracking in a school district’s science program. This intervention was viewed by minority parents as a way of furthering their children's education, and as the right thing to do. Many other parents saw it as a threat to the quality of their children’s preparation for college. Qualitative and quantitative methods were used to “represent pluralistic interests, voices, and perspectives better and, through this representation, both to challenge and transform entrenched positions” (Caracelli and Greene, 1997, p. 29).

A third approach to values-probing falls under the category of critical analysis. ER evaluators think of this as a broad category, which can involve examining the value bases of a program (1) from a philosophical perspective on equity, equality, freedom, or other core values, as when House (1988, for example) critiqued programs from the perspective of Rawls’ theory of justice, (2) from the perspective of a social philosophy, as illustrated by critiques of social programs from the perspective of feminist theory, or (3) based on a particular methodology that includes critical interpretation of values positions, such as critical discourse (White, 1994). The methodology of critical analysis is designed to expose the biases that lurk in the unthinking acceptance of social values: “[Critical analysis] is wary that any consensus will reflect the interests of those with institutional power in a society and probes for ways to challenge the dominant norms in a society” (White, 1994, p. 519). ERE does not require that critical analyses of these sorts be done, but neither does it discourage them. Such analyses can be revealing about the value issues that drive decisions about a program. However, critical analyses are not a substitute for direct investigation of the value positions of key program stakeholders and the public. Nor is it a substitute for sensemaking activities about the program’s effects and underlying mechanisms, although it may lead to a critical examination of the information obtained through such activities.

As with sensemaking, the values-probing component of ERE will often be best served by the use of multiple methods. For example, a sample survey approach may give breadth, in the sense of the ability to generalize about the public’s and other stakeholder groups’ values (and to compare the values of different groups), whereas focus groups may give depth, in terms of being able to probe deeper into such issues as the reasoning behind particular value positions.

At this point, your colleague interjects, “Hey, does that mean that ERE has a stance on mixing qualitative and quantitative designs? You know how Greene and Caracelli (1997) wrote about different stances on mixed methods?” Well, you reply. . . .

ERE evaluators take a positive stance toward mixed-method designs. As Greene and Caracelli (1997) point out, some researchers have claimed that dif-
ferent inquiry paradigms are incompatible and cannot be crossed (for example, see Guba and Lincoln, 1989). Others see the relationship between paradigm and method as weak, and argue for a pragmatic approach to mixing methods (for example, Patton, 1988). The ER position is that the historical paradigms associated with quantitative and qualitative inquiry are not inherently necessary, and that we should not be bound by them in making method choices. Emergent realism shares some similarities with the positivist tradition and some with constructivism, but it remains as an alternative to either. (See Chapter Two of this volume for more detail). According to ERE, the primary considerations that evaluators should use in choosing methods are the ability of the method, in the context of that particular evaluation and its constraints, to (1) further competitive elaboration or principled discovery, as appropriate, (2) clarify the values structure surrounding the program, and (3) address the desired levels of molecularity-molarity. ER evaluators recognize that all of our methods are constructed sensemaking techniques, and all are fallible. In this light, these objectives will often best be served by a combination of quantitative and qualitative methods.

Moreover, when quantitative methods are used, they need to remain flexible for changing questions and for discovery (Mark, Feller, and Button, 1997). Smith (1992; 1997) has similarly advocated flexibility in allowing questions to emerge, although the ERE focus is primarily on the emergence of understanding about mechanism. One strategy that maximizes flexibility is to plan evaluations as a set of smaller, interrelated and sequenced studies, rather than a single large study with a single design (Cronbach, 1982).

"Makes sense to me—although I may have to think a bit more about the paradigm issue. I take it that realism is being proposed as an alternative paradigm. But I don't want to talk about that—I get a headache if I think about 'paradigms' and philosophy of science for too long. How about something more down to earth, like utilization?" Good idea, you say, we need to talk about utilization at some point.

The dual focus on sensemaking and values-probing in ERE exists in light of the corresponding processes that occur in the policy-setting community. For example, in the area of homelessness, sensemaking is involved in such questions as “What is the magnitude of homelessness and who is affected by it,” while values are involved in such questions as “What role does society have in preventing or ameliorating the homelessness that exists?” According to ERE, utilization occurs when the sensemaking and values-probing activities of evaluation influence the sensemaking and valuing of the policy-setting community. This can occur at any stage of the policy process (see Chapter Five of this volume).

As suggested in the earlier discussion of evaluation purpose, ERE views explanation—the identification of underlying mechanisms and the conditions under which they are triggered—as an important route to utilization. But it is not the only underlying mechanism for utilization. For example, an evaluation using a randomized experimental design might show that a program has no
net effect, but it might provide no information as to why the program did not work. Nevertheless, the results could be used to inform members of the policy community about the existing program and stimulate discourse about changing the program.

Whether or not it is based on explanatory mechanisms, utilization requires generalizing. Inferences are drawn from the concrete observations of an evaluation to other instances where the results will be applied: to the future, certainly, and typically to other settings, to different clients, to variants on the program. Mark (1986) suggested there were three principles that underlie such attempts to generalize (compare to Cook, 1993). The first is the “similarity principle,” which involves generalizing to similar instances. This principle is illustrated by Cook and Campbell’s (1979) “modal instance” approach to external validity and Cronbach’s (1982) recommendation to analyze subsets of the data that correspond most closely to the cases to which one wishes to generalize. Such analyses, along with careful consideration of the similarity between the context of evaluation and that of the desired generalization, can suggest how reasonable it is to generalize in the absence of a sound explanation. A second approach involves the “robustness principle,” which involves generalizing based on the finding that the program had similar effects across diverse contexts (Mark, 1986). The robustness principle underlies Cook and Campbell’s (1979) call for “deliberate sampling for heterogeneity” and Cronbach’s (1982) similar call for an “extreme groups design” as a way to increase external validity. Emergent realist evaluations will typically assess how robust a program’s effect is by testing for interactions with a range of contextual and client variables in the course of competitive elaboration and principled discovery. The third principle that underlies attempts to generalize, according to Mark (1986), is “explanation,” which of course is the primary focus of most ERE sensemaking efforts.

You then mention that other specific strategies, such as linking an ERE evaluation with an ongoing monitoring system, such as an MIS, may be useful for making and testing generalizations (Mark, 1995), but that these ideas are tangential to your current focus. “When,” your colleague grins, “have we ever let the fact that something is tangential stop us?” It might be a good idea to cut our tangents short, you suggest, at least until after we have done a preliminary project budget. Meanwhile, back to utilization.

One aspect that influences utilization, and is often inadequately discussed in the evaluation literature, involves how to communicate our evaluation results. While a variety of approaches can be used in briefings and written reports (for example, see Hendricks, 1994; Patton, 1997), the ER evaluator is especially concerned about communicating the findings to various potential users, including the public. Informing the public necessarily requires concerns for obtaining the information through the existing media channels and working with journalists (Henry, 1996). Graphical displays may be particularly useful (Henry, 1997). For example, for a project evaluating school quality, Henry and others (1996) developed easily interpreted graphical displays, using one to five
stars to compare a school with similar schools on each of a set of performance dimensions, and up or down arrows to show the one-year trend in performance.

In addition, it may be useful to attempt to find ways to socially signify some results, that is, to describe the magnitude of the impacts in terms that have meaning for the audience. For measures such as recidivism or high school graduation rates, this may not be necessary, because the measure is already in a familiar and commonly understood metric. But the public and other stakeholder groups are often unfamiliar with the meaning of the measures used in evaluations. In such cases, research that translates the measure into more familiar terms may be helpful. For example, in an evaluation of an intervention designed to reduce the time required to hire federal employees, Mark, Feller, and Button (1997) surveyed managers about how much more quickly people would have to be hired to make a real difference in their work units. Sechrest and Yeaton (1981) have made interesting suggestions about how to socially signify results, but it remains an area ripe for future work.

"You know," your colleague says with a big smile on her face, "we could keep on talking about stuff all day, but I think I'm sold. From what I've heard, I like this emergent realist approach. It seems to capture in a coherent way a lot of best practice in evaluation and to add some important features. Let's do this proposal and try to do it from an ERE perspective." You gladly agree, and spend the next weeks stealing time to work on the pre-proposal (the granting agency has solicited short pre-proposals and will solicit complete proposals from a subset of those who submitted pre-proposals). After a couple of revisions, it looks something like this:

**Evaluation Plan for the Georgia Pre-Kindergarten Program**

**Pre-proposal: draft #3**

Georgia's Pre-Kindergarten (Pre-K) program is a full-day, developmental preschool program offered to all four-year-olds in the state. Funded by the Georgia Lottery, the program enrolled approximately 62,000 (about 60 percent) of the four-year-olds in the state in the 1996–1997 school year. Explicitly stated program objectives range from improving the educational and social outcomes of the children and their families to increasing human capital and lowering crime rates. The program also appears to have several more implicit objectives, such as reducing the gap between more and less advantaged children, fostering elementary school reform in the state, and engaging parents in actively making educational decisions for their children.

The purpose of this evaluation is five-fold: (1) to understand the extent to which these valued outcomes are obtained by the program participants, their families, and the state; (2) to distinguish which of the plausible program-related mechanisms is most likely to have triggered the attained out-
comes; (3) to determine the specific services that trigger the mechanisms for specific groups of children; (4) to examine the extent to which other influences in the children's social worlds, such as parental activities and educational experiences in the K–12 environment, moderate and mediate the attainment of these outcomes; and (5) to probe the consensus or conflict in the public and various stakeholder groups about the values related to the program.

One focus of the evaluation will be on the characteristics of pre-K services delivered, including the type and integrity of the curriculum; teachers' philosophies and practices related to child-centered instruction; quality of the facilities, resources, and instructional program; and organizational factors. These program characteristics are viewed as potential triggers that may initiate specific mechanisms which further a child's development. By relating actual services and specific attributes of services delivery to the attainment of socially desired outcomes by children from a variety of social backgrounds, the evaluation can provide information useful for many groups: for parents to use in choosing a pre-K site and in working with their children and pre-K staff; for program personnel in improving the delivery of services; for program administrators and policy-makers in making systemic changes in the program; and for the public as an informational base in the ongoing policy deliberations concerning the program.

The summary of the evaluation design presented in the next four sections should convey the scope of the proposed research; however, more detailed description of procedures and project management are left for the full proposal. We first describe the values-probing that will provide a mapping of the various outcomes that different groups, including the public, hold as most important for the program. Following that is a brief discussion of the mechanisms that may be stimulated by preschool programs and may underlie the valued outcomes attained by such programs. In the third section, we overview the proposed methods for assessing the program's effects and the causal packages that may lead to specific outcomes. Finally, plans are presented for disseminating the information gained from the evaluation to a variety of groups who may have use for the information.

**Methods for Values-Probing.** Much is expected of preschool programs in the United States and, more specifically, of Georgia's pre-K program. The importance of preschool programs has been highlighted by scholars of American political opinions and values, who have noted that programs such as Head Start and, by extension, Georgia's pre-K program, provide a mechanism for reconciling the core values of freedom and equality (Yankelovich, 1994). That is, the public holds in general high regard those programs that offer the prospect of creating a level playing field for all.

In the case of the Georgia pre-K program, legislative history and public debate, as well as prior research on related programs, make it possible to develop a reasonably comprehensive list of the possible outcomes of interest. Valued outcomes for the pre-K program range from those involving the par-
ticipating children, such as improving their cognitive ability and social outcomes, to those involving families, such as improving family circumstances and parental interactions with children, to broader societal benefits, such as lower crime rates and higher rates of educational attainment. In addition, while most potential outcomes derive from and are consistent with stated program objectives, some potential outcomes are not objectives of the program but nevertheless may be highly valued by some group. For example, by providing free day care, the program may allow families to reallocate some funds to other purposes. While not a goal of the program, this may be a highly valued outcome for some stakeholders.

There are several reasons to assess which values are held by which stakeholders. First, the study of values will inform the design of the evaluation, such as the selection of outcomes and mechanisms to be examined. An evaluation should address the question of the effectiveness of a program in terms that reflect the values of those concerned with the program, including the public, upon whom all governmentally provided programs depend for support (Kington, 1995). In this, as in most evaluations, resource constraints will presumably preclude evaluating the program's effects on all possible outcomes. Instead, because parents, families, program staff, program administrators and policy-makers, and the public all have a stake in the program, it is important to include their most highly valued outcomes. Second, findings about values will be useful in organizing reports about program effects. By knowing the value stances of each group, their perspectives can be better represented in interpretations of the findings. And third, results of the values-probing component of the evaluation will be communicated to the public and to various stakeholder groups, as described in the later section on reporting. Heightened awareness of the value stances of the various groups should enhance the quality of the discussion and debate about the use of other evaluation results.

Although in most past evaluations, any efforts to reflect stakeholders' and the public's values have been informal, two methods are proposed to systematically probe values in this evaluation. First, it is important to establish the outcome preferences of the public and various groups of stakeholders, that is, the pattern of program outcomes which they would consider a success. To obtain systematic information on the outcomes valued by parents, teachers, program administrators, and the public, we propose to conduct sample surveys with each of the four groups. Items will be developed to reflect various possible valued outcomes. These items will stem from a review of enabling legislation, prior public discussion of the program, the research literature, and from consultation with program experts and members of each group to be surveyed. The items will then be included in a self-administered questionnaire for the program administrators and in telephone interviews of the three other groups. For each group, the values will be ranked and analyzed for significant differences. In addition, the results will be compared across groups, and the underlying structure of the responses of the four groups will be analyzed using multiple group structural equation models.
The results of the surveys will subsequently be used to formulate scenarios that highlight trade-offs among highly valued outcomes. These will then be discussed in eight focus groups, with two groups drawn from members of each of the four stakeholder groups. The results will add depth to the survey results and provide information about trade-offs that might result from emphasizing one component of the program at the expense of others.

**Potential Underlying Mechanisms.** While some past studies show short-term effects of preschool programs on the cognitive ability of participating children, long-term social effects, such as decreased delinquency, higher high school graduation rates, and reduced assignments to special education and remedial education programs, appear to be more common than long-term cognitive gains (Barnett, 1995; Consortium for Longitudinal Studies, 1983; McKey, 1985). Research to date on preschool programs has led to the formulation of several general, alternative mechanisms that may lead to such positive social outcomes (Entwisle, 1995). (1) Preschool may cause short-term but significant cognitive gains, which in turn lead to better placements, such as fewer assignments to special education, remedial education classes, and programs for learning disabled students. By avoiding negative tracking that would otherwise occur (Alexander and Entwisle, 1996), the preschool children do better. (2) Preschool participation may increase the educational expectations of those in the child's social world (parents and teachers), thereby increasing the social resources available to the child and thus increasing the child's attainment. (3) Preschool may effectively promote the development of social skills and behaviors that influence the child's readiness for school as perceived by kindergarten and first-grade teachers. These social skills result in higher placements, higher expectations, and better social outcomes for the children. (4) In a slightly different vein, the preschool experience may be viewed as a part of a continuing educational process, where the gains from one point in the process are mediated by later processes. According to this mechanism, the gains from high-quality, developmentally appropriate instructional programs will be enhanced and maintained by complementary kindergarten programs, but dampened by kindergarten programs that do not have those attributes (Marcon, 1992, 1994; also see Lee and Loeb, 1995).

If one or more of these mechanisms is triggered by the pre-K program, the trigger is presumably some attribute(s) of the pre-K program as it is carried out. Consistent with this belief is evidence that the quality of preschool programs has implications for the cognitive as well as social development of the children, presumably by influencing the extent to which any of the long-term mechanisms are set into place (Marcon, 1994; Carnegie Task Force, 1994). Knowing which attributes of pre-K practice trigger which mechanisms could lead to the design of more effective pre-K programs and could inform parental choice about which pre-K site to attend. Therefore, we propose to examine the potential mechanisms for cognitive gains, enhanced social skills, and increased parental expectations and improved educational resources in the home. This
will involve (1) locating or developing, and then applying, a battery of measures of program quality at selected sites and (2) using the methods described in the next section to assess the extent to which any of the mechanisms (see 1–4 in the preceding discussion) appear to be operating. Note, however, that the enumeration of causal mechanisms and therefore the eventual measurement of the indicators of their operation may change, depending on what outcomes are found to be highly valued in the values-probing component of the evaluation.

Methods for Sensemaking. To better understand which of these mechanisms, if any, works for which groups of children and their families, we plan to use several methods for a strategy of competitive elaboration. Competitive elaboration is based on the notion that each of the mechanisms has different implications, which can be thought of as indicators or markers that provide evidence about whether the mechanism is working. For example, one mechanism may involve a particular mediator, that is, an intermediate change that should occur in the middle of the causal sequence between program activities and outcomes. For instance, one mechanism (see item 3, described earlier) indicates that kindergarten and first-grade teachers’ ratings of children’s school readiness will mediate the effects of quality pre-K on longer-term outcomes. A mechanism can also indicate a particular pattern of moderation, whereby the effects are larger for some types of children and families than others. For instance, one mechanism (see item 1 in preceding discussion), which involves reducing negative tracking, should result in stronger effects for children with lower cognitive skills at entry to pre-K (who are thus initially more at risk for negative tracking). Each of the mechanisms points to specific predictions of moderators, mediators, outcome measures, and sequences of change. In short, competitive elaboration involves assessing the extent to which the particular pattern of predictions associated with each mechanism actually occurs.

Among those areas to be measured in carrying out this process are (1) pre-K program quality; (2) social and behavioral skills of the children; (3) cognitive skills of the children; (4) readiness for schooling; (5) expectations for the child’s educational attainment; (6) educational resources in the home, including parent interactions and educational materials; (7) program quality in school, beginning with kindergarten; and (8) outcome measures, such as attendance, promotions or retentions, and program assignments. We will also measure certain variables that are subject to state regulation or that may facilitate parental choice of programs for their children and might be related to program outcomes (such as teachers’ credentials and type of instructional curriculum). In addition to these measures, certain control variables, such as the socioeconomic status of the families, will be collected because of the pervasive evidence of the influence of family background on educational achievement and attainment.

Consistent with the request for proposals, we propose to follow a cohort of pre-K participants and their families for five years. For most of the students, we anticipate that the four-year-olds in the cohort will progress to the third
grade, the point at which statewide tests of academic skills are available. A brief schedule of surveys, classified by respondent group, and a list of observations that are proposed for systematic data collection are shown in Table 1.1.

Although the request for proposal specifies that a cohort of pre-K participants and their families be followed, it does not specify that a control group of non-pre-K students and families be included in the design. Apart from the issue of budget, the construction of a non-pre-K control group is complicated by the fact that the program is universally available to all preschoolers and their families in the state. Thus, the proposed evaluation emphasizes comparisons within the program, across variations in program curriculum, implementation quality, and type of site (as well as the way such factors differentially affect different types of children). Nevertheless, we propose two strategies for assessing, to the extent possible, the overall effect of the program. First, a small cohort control group will be constructed based on the reports of older siblings of participating children. Second, time series data will be collected on academic outcomes in the early grades, at those school districts at which the records are available, to look for overall improvements related to the level of participation in the pre-K program.

In addition to examining the relationships predicted by those mechanisms identified a priori, we will adopt an additional analytical strategy of principled discovery. Prior research does not provide an adequate base for predictions about how the mechanisms described previously may operate differently for different groups of students. The effect of the program on different subgroups is, of course, an important question. For example, at least some stakeholders would respond differently if the program had a large positive effect on children from disadvantaged households and little effect on children from advantaged households, relative to how they would react if the program had a large positive effect on the advantaged and no effect on the disadvantaged. And differential effects seem plausible. For example, pre-K may increase parental expectations more for students from disadvantaged households than for other children, which could in turn result in more beneficial long-term effects. Methods such as structural equation models can be used to test these differences. Findings about such differences would lead to other sets of predictions, for example, about the change that should occur in parental behaviors across different subgroups of parents. Testing these "second-generation" predictions helps to demonstrate that the original findings (in this example, about parental expectations) were not spurious; hence the term principled discovery.

**Reporting.** We propose several deliverables. First, annual reports will summarize project activities and findings to date, with detailed documentation of the methods and findings. Actual data, without any identifying information, will be made available to the evaluation sponsors and, upon request, to others. A four-page (maximum) brief will also be prepared for policy audiences. During the second year of the project, a parent's guide for choosing a pre-K site for their child will be developed; this will subsequently be updated, as needed,
Table 1.1 Pre-Kindergarten Evaluation: A Pre-Proposal Data Collection Plan

<table>
<thead>
<tr>
<th>Type of Data Collection</th>
<th>1 Pre-K</th>
<th>2 Kindergarten</th>
<th>3 1st Grade</th>
<th>4 2nd Grade</th>
<th>5 3rd Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classroom Observation</td>
<td>✦</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program Director/Principal Interviews</td>
<td>✦</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Principal Questionnaire</td>
<td>✦</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher Personal Interviews</td>
<td>✦</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher Telephone Survey</td>
<td>✦</td>
<td></td>
<td>✦</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher Administered Tests</td>
<td>✦</td>
<td></td>
<td></td>
<td>✦</td>
<td></td>
</tr>
<tr>
<td>Standardized Tests</td>
<td>✦</td>
<td></td>
<td></td>
<td></td>
<td>✦</td>
</tr>
<tr>
<td>Student Progress/Attendance</td>
<td>✦</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental Telephone Interviews</td>
<td>✦</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
based on subsequent research findings. In addition, a parent's guide to interacting with the pre-K staff and enhancing their child's development will be developed, using the evaluation findings and other research. Finally, the media will be provided with press releases and reports to convey the findings to the public. It is important for the public and parents to have the best available information to know both the extent to which the program is fulfilling their expectations and the steps taken by the program administrators to enhance the prospect of meeting public expectations. Therefore, the evaluators will work closely with the program administrators in sharing the information with the public.

On Generalizing. For the findings of this evaluation to be useful, they should support generalizations that apply beyond the observed sample to other preschoolers, parents, and preschool sites in Georgia. In addition, Georgia is the first state in the nation to offer a universal, developmental program for four-year-olds, and the results of the proposed evaluation may accordingly be of considerable interest outside as well within the state. In this section, we consider how the results obtained in the proposed evaluation may be useful beyond the specific program sites that are included in the evaluation.

First, we plan to select a probability sample of 200 to 220 of the sites that are currently providing pre-K services to four-year-olds. The sample will be stratified by (1) region of the state; (2) type of organization offering the services (private or local school system); and (3) type of curriculum offered at the site. While the stratification will be complex, it offers several advantages. The sampling strategy will enhance the following factors: the generalizability of the findings within the state; the ability to test for the moderating effects of the stratifying variables; the power of the statistical tests (by way of the lower standard errors, given the sample size); and the credibility of the evaluation. However, while it facilitates generalization within the state of Georgia, the sampling strategy will not in a formal sampling sense allow extrapolating results beyond the state borders.

Extrapolating the results beyond the scope of the sampling frame (in this case, to other states) has noteworthy historical precedent in the area of preschool programs. In particular, many unconstrained generalizations have been based on the results of the Perry Preschool Project in Ypsilanti, Michigan (see Wilson, 1994, for a brief critique). In a very real way, the proposed evaluation contains the basis for generalization as well as for the specification of limits on generalization. Analyses will be provided for different types of children and families (for example, economically advantaged and disadvantaged), settings (such as urban and rural), and curricula. Other states considering a similar pre-K program can see whether the program was successful in those cases similar to the cases that predominate in their populations. In addition, attempts to generalize should be enhanced by the proposed evaluation strategy of linking site-level program activity with the mechanisms that may result in desired outcomes. By improving knowledge on why pre-K works as it does, evaluation results should contribute to decisions by other states about whether
to implement a similar program, as well as to decisions within Georgia on how to improve the program.

At the end of an e-mailed set of comments and revisions to the draft proposal, your colleague writes, "I think we're on to something with this emergent realist evaluation. Where does it go from here?" You e-mail back that her question has led you to think a bit about three points related to the role of ERE in the profession of evaluation.

First, according to ERE, the theory and practice of evaluation is in a state of ongoing development (or emergence). Consequently, ERE will appear somewhat different in another decade and will make somewhat different recommendations for practice, in light of forthcoming developments in theory, method, and practice-based lessons. Second, while ER evaluators may sometimes seem evangelical, attempting to "spread the faith" (as you did with your colleague), they do not believe in a single, universal religion of evaluation. To the contrary, ER evaluators are happy to see other evaluators following different approaches (such as Patton-style evaluation, which overlaps at least some of the time with organizational development, or Scriven-like assessments of merit and worth without the attention to underlying mechanisms), even though, from the lens of ERE, these types of evaluations have limited usefulness. Still, ERE advocates believe that programs can fruitfully be examined at different levels and at different stages of development, and they see these other approaches as providing aspects of a comprehensive ER evaluation. In this sense, the ER approach to knowledge and values provides a framework for considering the contribution of various approaches to evaluation, and of individual evaluations, in terms of the limitations of the sensemaking technologies employed and the values considered. Use of ERE for such a framework should contribute to that "disputatious community of scholars" (Campbell, 1984) who can talk to each other and debate matters of substance without allowing approach-based differences in terminology to segment conversations into a Tower of Babel. While a healthy profession of evaluation need not be monolithic, forums and language for discussions are vital. And third, as an ER evaluator, you hope that training in ER-based methods, such as methods for values-probing and principled discovery, will become more common.

You sign off your e-mail, smiling to yourself as an old Temptations song plays on the radio. You feel eager to read more about ERE and to apply it to your future evaluation work.
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