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Abstract

This paper presents an overvies¥ NP-complete problemsThe theory of NPcompleteness is important not only in

theorettal aspect but also in realitiirst, we will take a look at the formal definition and some examples ofddPplete

problemsThen, we will seehow to prove a problem is NBomplete and how to cope with Nébmplete problems.
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1. Introduction

N the theory of computationthere are two major
I approaches First, we want ¢ know what kind of
problems an be solvad in the computer (Computability
Theory).f we could solve the problensecondlythen we
want to know how fast the problem can be solved
(Complexity Theory). In the Complexity Theory we
analyze thalgorithm in two points of view: time and spac
In the theory of NPcompleteness, we categorize the

problems by the time complexity.

2. Motivation

So far in this class, wee learné many algorithms to solve
problems likeSorting, ShortestPath, String Matching, etc.
And the time complexityof those afjorithmswas all in the
form O(n), O(rf), or O(n*log n). But in the reality, not all
problems have polynomial time algorithm. In some
situation, we have to check out all the possible situet to
find the correct answer, and in that case, we could lave
exponetial time algorithmlike of O(2") time complexity
time

But the problem is thatthese exponential

algorithms may be just useless.[Table ] indicates
approximated computingrtie in the given time complexity,

and shows that it is impossible toropute exponential time.



10 30 60
o(n) 0.00001sec .00003sec .00006sec
o(m2) .0001sec .0009sec .0036sec
o(m3) .001sec .027sec .216sec
o(mM5) 1sec 24.3sec 13.0min
o(2™) .001sec 17.9min 366 centuries
O(3™n) .059sec 6.5yrs 1.3*10"13 centuries

[Table 1]Polynomial and exponential time complexity

To solveTraveling Salespersofroblem (TSP)in brute

force algorithm inthe case¢'n = 1000, we have to compute
1000! cases However, even if all the electrons in the
universe havecomputing power of supercomputers and
they work from the beginning ofthe univere, we caft
compute all 1000! times In other words, it issimply
impossibleto do solve that problem

In reality, we faced many problems like TSP, which is
called to be NP-complete In this paper, we present the
definition of NP-complete problems first. Then we show
how to prove a problem is NBomplete and how to cope

with NP-complete problems.

3. Background Knowledge
Before definng NP-completenessormally, we have to

define threenotations: class P, class NP, and polynomial

time reducibility.
3.1. Decision and Optimization Problems

Many problems of interest areptimization problemsin
which each feasible (i.e"Jegal’) solution has an associated
value, and we wish to find the feasgbsolution with the
best value However,NP-completeness applies directly not
to optimization problems, but talecision problers, in

which the answer is simplyyes or“nd Then wecan cast

a given optimization problem as a related decision problem

by imposing a bound on the value to be optimized.
For example, in a problem that we c&lhortestPath we

wish to find the path fronu to v that uses the fewest edges.
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The related decision problem, which we call PATH, is
whether the given graph has a pathnfra to v consisting of

at mostk edges.Thus, even though the theory of NP
completeness restricts its attention to decision problems, the
theory often has implications for optimization problems.
From now, we will consider decision problems.

3.2.  Turing Machine and class P

In order to know the exact ability of computers, we have to
define the mathematical model of real computeBy
ChurchTuring thess, we accept that the power of real
computers is equivalent tilat of Turing machinesSo we
can know the poweof computers by analyzingquivalent
Turing machinesThe formal definition of Turing machine
is the following

Definition 1

A Turing machineis a 7tuple (Q, Y, T, 3, Go, Oaccept Crejecd:
where

1) Q is the finite set of states,

2) > is thefinite setof input alphabe,

3) I is the tape alphabet, where T'and} T,

4) 3 : Q*T > Q*I'*{L,R} is the transition function

5) o
6) Gaccept Q i the accept state, and

Q is the start state,

7) Geject Q IS the reject state, whergghp# Oreject

Now, we can define the class of problems that have
efficient algorithms to resolve, namely class P.
Definition 2
P is the class of languages that are decidable igrmpmhial
time on aTuring machine. In other words,

P= oo TIME (n).

Then problem like Sorting is in P because it has
algorithns with time complexity O(f). The class P plays a
central role in outheory and is important becaug¢ P is
invariant for all that

models of computation are

polynomially equivalent to the deterministic singhge
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Turing machine, an@) P roughly corresponds to the class

of problems that are realistically solvable on a computer. Suezing Module b inte State Contrel

", Haesng Howd " Jead-wirite Head
3.3. Nondeterministic Turing machineand class NP T 1
Unlike those problems in P, waon’t know of a fast way to —_— I L l 7 L

determine whether a graph has Hamiltonian path  [Figure 1] Schematic representation of NTM

(HAMPATH problem). However, if such a path were

discovered somehow, we could easily convince that the path \We can describe thsvo classes above like this.

is Hamiltonian.In other words,verifying the existence of P = the class of languages where membership can be
Hamiltonian path may be easier thaetermining its decidedquickly.

existenceThis kind of problemis in class NP. NP = the class of languages where membership can be
Definition 3 verified quickly.

NP is the class of languages that have polynomial time

verifiers. 3.4. Polynomial-time Reducibility

The last thing taunderstand the notion of NEompleteness

We could also define the class NP with a powerful is polynomiattime reducibility.
version of Turing machinevhich has guessing abilityrhe Definition 5
following is the formal definition othis machne. Language A ispolynomial time reducible to language B,
Definition 4 written A B, if a polynomial time computable function f :
A nondeterministic Turing machineis a Turing machine  Y* - Y* exists, wherdor everyw >
with the transition function has the form w A iff f(w) B.

3:Q*I'>P(Q*I*{L, R}). Thefunction f is called thgolynomial time reductiornof A

The conceptual diagram of nondeterministic Turing to B.
maching(NTM) is in [Figure 1.

Let's see the underlying meaning of this definitibinve
The power ofan NTM is the same athat of determinisic have a polynornal time reduction from A to B, then it
Turing machinein view of computability But in view of means that problem A can be convertedoroblem B and
complexity NTM can solve probles much faster thaa problem B is*no harder to solvethan problem Aln other
normal Turing machineln addition, NTM has a guessing words, Ais harder than B, or they are equally hard to solve.
module to choose the evidence answer nondeterndalbti

We can determine whether a problem is in NP orimpt 4, Definition of NP-completeness

the following theoremin fact, the class NP is defined in Now, wecan ddéine NP-completeness formally.
terms of NTMin some books Definition 6
Theorem 1 Alanguage B isNP-completeif it satisfies two conditions:
A language is in NP if and only if it is decided by some 1.Bisin NP, and

nondeterministic polynomial time Turingamnhine. 2.Every Ain NP is polynomial time reducible to B.

A language is saido be NP-hard if it satisfiesthe second

conditionabo\e.




NP-Completeproblemis the “hardest problem inclass
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6.2. P, NP, PSPACE, and EXPTIME

NP because all problems in NP can be transformed to theBefore explaining the relationships, we had better know the

problem in class NP-complete Also, all NP-complete
problems are unknown whether a polynomialime
algorithm exiss.

To explain the underlying meaning “NP’ means
NondeterministidPolynomial We addthe word“completé
becausdf one of NP-complete problems is proved to be
solved in polynomial time, then it meatisat we can solve

all theNP-complete problems in polynomial time.

5. Some Examples

Letslook at some examples dfP-complete problems

- Satisfiability Given a propositionaldrmulae, is there a
truth assignment that makego betrue?

- Traveing Salesperson Problerbiven n cities and roads

between the citieswhat is the path to it each city one
time with minimum cost?

- Longest PathGiven a graph and two verticesandt, what
is the longest path frorato t? (cf. Shortest Path is in P)

- Realtime Scheduling Given a set of processes with

release timeand deadlineis there aschedule to satisfy the
release time constraints and to meet all the deadlines?

- Hamitonian Cycle: Given a directed graph, does the

graph have a Hamiltonian cyclééf. Euler Cycle is in P)

6. Hierarchy of Problems

In this chapter, we want to know the Idians of P and NP
problems in the whol&ierarchyof problems.

6.1. Undecidable Problems

In the past, poplethoughtthat computers can do anything
with enough amounts of memory and time. Howevers
proved thatcomputerscannot solve some problemBhose
problems are calledundecicable For instance,Halting
problem determinirg whether a Turing machine ha

(accepts or reject®)n a given input, isindecidable

definition of P, NP, PSPACE, and EXPTIME.
1) P is the class of languages that are decidable in
polynomial time on aruring machine
2) NP is the class of languages that have polynomial time
verifiers
3) PSPACE is the class of languages that are decidable in
polynomial space on a deterministic Turing machine.
4) NPSPACE s the class of languages thae decidable in
polynomial space on a nondeterministic Turing machine
5) EXPTIME is the classin which some TM decides
problems and halts in exponential time.
The relationship among P, NP, PSPACE, and EXPTIME is
like this:
P NP PSPACE=NPSPACE EXPTIME

We dornit know whether any of these containments is
actually equality We may not yet discover a simulation
about these relationships. However,ZPEXPITME has
been proved. Therefore at least one of the preceding
containment is proper, but we are unable to say which!
Indeed, most researchebglievethat all the containments

are proper.

EXPTIME

[Figure 3]Conjectured Hierarchy of Problems

6.3.
1) By general definition,P

Conjecture with P and NPproblems

NP. This means that an
efficient algorithm on a deterministic machirdoes not

existrelevantto a NP problem.

2) On the contrary, another relatiodR,= NP, is included in

the list of the most importamhathematicaproblems for the



new century. P = NFPneans that an efficient algorithm on
a deterministic machine not found yetrelevant to a NP

problem.

Figure 2 represents the conjectures with P and NP problems.

Which of these diagrams is correct?

.:y-'\"'
am Lo

?up\
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[Figure 2] Two Conjectures between P and NP

7. How to prove a problem is NRcomplete
Now, let’s see how to prove a hard problenNB-complete.
First, lets see the following theorem.

7.1. Proving NP-Completeness

Theorem 2

If a problem C is in NP, and there exists NRmplete

problem B with B C, then C is NPcomplete.
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7.3. NP-complete problems Tree

SATISFIABILITY
3SAT

3D VC

PARTITION HC/ CLIQUE

[Figure 3]Polynomial Reductions with six problems

It can be shown easily thitesesix problems (3SAT, 3DM,
VC, PARTITION, HC, andCLIQUE) are NP problentirst,
there problems are in NP ebause anondetermiistic
algorithmcanguess a truth assignment for the variables and
check in polynomial time whether that truth setting satisfies
whole the problem (L  NP). Also, by the reduction in
Figure 3, we can show that all NP problems can be reduced

to these problemd herefore, they are NEomplete.

8. How to cope with NP-complete problems

Since all problems in NP can be polynomial time reduced to Even though we proved that a problem is-s&mplete, the

B and B can be reduced to C, we can conclude that allproblem will notdisappeaand we have tdind alternatives

problems in NP candpolynomial time reduced to C.
Then to prove a problem is NEomplete,we need at
least one NFcomplete problem. Byhe following theorem,

we get the first NRcomplete problem.

7.2. Cook's Theorem
Theorenm3 (Cook)
Satisfiability (SAT) is NP-complete.

Recall thatSatisfiability problem(SAT) is to test whether a
Boolean formula is satisfiable.

SAT = {<®> | @ is a satisfiable Boolean formula}

A Boolean formula issatisfiable if some assignmeaft 0s
and 1s to the variables makes the formula evaluate to 1.
To prove this theorem we need five pages of spalfglou

want to see it, please look at referer@gor [4].

to resolve the problem. Here we propose three ways to cope
with NP-complete problems.

8.1. Using Heuristic Algorithms

Heuristic algorithm igo find a “good’ solution within an
acceptable amount of timaot to find the best solutionThe
most widely applied technique is that ¢heighborhood
search (or local search)In this techniquea preselected
set of local operations is used to repefyeimprove an
initial solution. This process is continuadtil no further
local improvements can be made andlacally optimuni
solution has been obtainedn other words, heuristic
algorithm reducethe search spac&or example, there are
practical solutions to solve SAT problemmChaff, Berkmin,
GRASP, SATO,QingTing, etc. These solversolve SATin

considerablemount oftime.



8.2.
An

Approximation
approximation algorithm is designed to find
approximately optimalsolutions. In practice, we may not
need the absolute best optimal solutionto a problem. A
nearly optimalsolution may be good enough and may be
much easier to find.

For example,there is anapproximation algorithm for
finding the smallest vertex cover$his algorithm produces
a vertex cover tatis never more than twice the sipé one
of the smallest vertex covers.

8.3.  Quantum Computation

Quantum computingisesa pulse of light. In detail, the bits,
0 and 1, aresubstituted by the spins guantum The spin is
expressed byspin up (0) or ‘spin down (1). Because the
speed of processing by quantumequal to thatbof light,
quantum computecancalculatea time-consuming problem

in arelatively short timethan current computer3 herefore,
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failed to achieve such a good algorithm. We can prove that
a problem is NFRcomplete, just by finding a polynomial
time reduction from an existing NBomplete problem to
the wouldbeproved problem as NBomplete. After
proving, we doit have to strugle to find such an efficient
algorithm, instead we could solve the problem in different
ways: 1) we can use heuristic algorithms to reduce the
search space, 2) we may try to find approximated results
instead of the exact answers, and 3) in the futurecewdd

apply quantum computation to solve the problems.
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some NP problems requiring about 300 years or more to

find an answercan be solvedjust in a few secondsFor
instance, an algorith was developed for factoring numbers

on a quantum computer which runs in O((IogR)) steps.
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9. Summary

Theoretically, the class NBomplete is importartbecause if
one of the problems in NBompleteis proved to have a
polynomial time algorithm, thenwe have polynomial

algorithm to solve all the problems in NRIso, if we find

subject in detail search for information through many
books and websig and discuss with my partner, Gene
Moo. | appreciate for Pro Hwang to give me the good
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such an efficient algorithm, then the class P and NP becomd am preparing for studying abroad and my main interest is

the same. However, we believe that those two classes aréhe theoryof computation.So it was good time for me to

different, i.e, P is a proper subset of NP.
Practically,as we saw in this book, we know thatany

real problems of our interestre NRcomplete,and to be

prepare this subject. | really want everybodgne to
understand by our presentatidf.you have any curiosity,

feel free to contact me. | want to thank Youlkgn for
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