Abstract—As the rate of transient hardware faults increases, researchers have investigated software techniques to tolerate these faults. An important class of faults are those that cause long-latency crashes (LLCs), or faults that can persist for a long time in the program before causing it to crash. In this paper, we develop a technique to automatically find program locations where LLC causing faults originate so that the locations can be protected to bound the program’s crash latency.

We first identify program code patterns that are responsible for the majority of LLC causing faults through an empirical study. We then build CRASHFINDER, a tool that finds LLC locations by statically searching the program for the patterns, and then refining the static analysis results with a dynamic analysis and selective fault injection-based approach. We find that CRASHFINDER can achieve an average of 9.29 orders of magnitude time reduction to identify more than 90% of LLC causing locations in the program, compared to exhaustive fault injection techniques, and has no false-positives.
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I. INTRODUCTION

Transient hardware fault rates are predicted to increase in future computer systems due to the effects of technology scaling, manufacturing variations and diminishing voltage margins [3], [7]. In the past, such faults were masked through hardware-only solutions such as redundancy or guard banding. However, such techniques are becoming increasingly challenging to deploy as they consume significant amounts of energy, and energy is becoming a first class constraint in microprocessor design [4]. As a result, many researchers have postulated that future processors will expose hardware faults to the software, and will expect the software to tolerate them [18], [16], [23]. Future software systems therefore will need to be capable of detecting hardware faults and recovering from them.

A hardware fault can have many possible effects on a program. First, it may be masked or be benign. In other words, the fault may have no effect on the program’s final output. Second, it may cause a crash (i.e., hardware exception) or hang (i.e., program time out). Finally, it may cause Silent Data Corruptions (SDCs), or the program producing incorrect outputs. Of the above outcomes, SDCs are considered the most severe, as there is no visible indication that the application has done something wrong. Therefore, a number of prior studies have focused on detecting SDC-causing program errors, by selectively identifying and protecting elements of program state that are likely to cause SDCs [10], [8], [26], [17].

Compared to SDCs, crashes have received relatively less attention from the perspective of error detection. This is because crashes are considered to be the detection themselves, as the program can be recovered from a checkpoint (if one exists) or restarted after a crash. However, all of these studies make an important assumption, namely that the crash occurs soon after the fault is manifested in the program. This is important to ensure that the program is prevented from writing corrupted state to the file system (e.g., checkpoint), or sending wrong messages to other processes [1]. While this assumption is true for a large number of faults, studies have shown that a small but non-negligible fraction of faults persist for a long time in the program before causing a crash, and that these faults can cause significant reliability problems such as extended downtimes [9], [27], [30]. We call these long-latency crashes (LLCs). Therefore, there is a compelling need to develop techniques for protecting programs from LLC causing faults.

Prior work has experimentally assessed LLCs through fault injection experiments [9]. However, they do not provide much insight into why some faults cause LLCs. This is important because (1) fault injection experiments require a lot of computation time, especially to identify relatively rare events such as LLCs, and (2) fault injection cannot guarantee completeness in identifying all or even most LLC causing locations. The latter is important in order to ensure that crash latency is bounded in the program by protecting LLC causing program locations. Yim et al. [30] analyze error propagation latency in the program, and develop a coarse-grained categorization of program locations based on whether a fault in the location can cause LLCs. The categorization is based on where the program data resides, such as text segment, stack segment or heap segment. While this is useful, it does not help programmers decide which parts of the program need to be protected, as protecting all parts of the program that manipulate the heap data or stack data can lead to prohibitive performance overheads.

In contrast to the above work, we present a technique to perform fine-grained classification of program’s data at the level of individual variables and program statements, based on whether a fault in the data item causes an LLC. The main insight underlying our work is that very few program locations are responsible for LLCs, and that these locations conform to a few dominant code patterns. Our technique
performs static analysis of the program to identify the LLC causing code patterns. However, not every instance of the LLC-causing code pattern leads to an LLC. Our technique further uses dynamic analysis coupled with a very selective fault injection experiment, to filter the false positives and isolate the few instances of the patterns that lead to LLCs. We have implemented our technique in a completely automated tool called CrashFinder, which is integrated with the LLVM compiler infrastructure [15]. To the best of our knowledge, we are the first to propose an automated and efficient method to systematically identify LLC causing program locations for protection in a fine-grained fashion.

We make the following contributions in this paper.

- Identify the dominant code patterns that can cause LLCs in programs through a large-scale fault injection experiment we conducted on a total of ten benchmark applications.

- Develop an automated static analysis technique to identify the LLC-causing code patterns in programs, based on the fault injection study.

- Propose a dynamic analysis and selective fault injection-based approach to filter out the false-positives identified by the static analysis technique, and identify LLCs.

- Implement the static and dynamic analysis techniques in an automated tool. We call this CrashFinder.

- Evaluate CrashFinder on benchmark applications from the SPEC [13], PARBOIL [25], PARSEC [2] and SPLASH-2 [29] benchmark suites. We find that CrashFinder can accurately identify over 90% of the LLC causing locations in the program, with no false-positives, and is about nine orders of magnitude faster than performing exhaustive fault injections to identify all LLCs in a program.

We now explain our rationale for studying LLCs and why it is important to bound the crash latency in programs. We note that similar observations have been made in prior work [9], [30], and that studies have shown that having unbounded crash latency can result in severe failures. We consider one example.

Assume that the program is being checkpointed every 8,000 instructions so that it can be recovered in the case of a failure (we set aside the practicality of performing such fine grained checkpointing for now). We assume that the checkpoints are gathered in an application independent manner, i.e., the entire state of the program is captured in the checkpoint. If the program encounters an LLC of more than 10,000 instructions, it is highly likely that one or more checkpoints will be corrupted (by the fault causing the LLC). This situation is shown in Figure 1. However, if the crash latency is bounded to 1,000 instructions (say), then it is highly unlikely for the fault to corrupt more than one checkpoint. Note that the latency between the fault activation and the fault occurrence does not matter in this case, as the checkpoint is corrupted only when the fault actually gets activated. Therefore, we focus on the crash latency in this paper, i.e., the number of dynamic instructions from the fault activation to the crash.

C. Why bound the crash latency?

In this section, we first present our fault model, and then define the terms we will use. We then explain why bounding crash latency is important, and some specifics of the experimental infrastructure that we use for the analysis.

A. Fault Model

In this paper, we consider transient hardware faults that occur in the computational elements of the processor, including pipeline stages, flip-flops, arithmetic and logic units (ALUs). We do not consider faults in the memory or cache, as we assume that these are protected with ECC. Likewise, we do not consider faults in the processor’s control logic as we assume it is protected. Finally, we do not consider faults in the instructions’ encoding as these can be detected through other means such as error correction codes. Our fault model is in line with other work in the area [11], [17], [8], [26].

B. Terms

We use the following terms defined in prior work [30], [9].
Identifying program locations that are prone to LLC is critical to improve system reliability so that one can bound crash latency by selectively protecting LLC-prone locations with minimal performance overheads. For example, one can duplicate the backward slices of the LLC-prone locations, or use low-cost detectors for these locations like what prior work has done [24]. In this paper, we focus on identifying such LLC-causing program locations, and defer the problem of protecting the locations to future work.

D. LLVM Compiler

In this paper, we use the LLVM compiler [15] for performing the static analysis of which program locations lead to LLCs. Our choice of LLVM is motivated by three reasons. First, LLVM uses a typed intermediate representation (IR), in which source-level constructs can be easily represented. In particular, it preserves the names of variables and functions, which makes source mapping feasible. This allows us to perform a fine-grained analysis of which program locations cause LLCs and map it to the source code. Secondly, LLVM IR is a platform neutral representation and abstracts out many low level details of the hardware and assembly language. This greatly aids in portability of our analysis to different architectures, and simplifies the handling of the special cases of different assembly language formats. Finally, LLVM has been shown to be a good match for doing fault injection studies [28], and there are fault injectors developed for LLVM. Therefore, in this paper, when we say instruction, we mean an instruction at the LLVM IR level.

III. Related Work

There have been many papers that tolerate hardware faults through software techniques. We consider these below.

EDDI [19] and SWIFT [21] are compiler-based techniques that use full duplication to protect program data. Full duplication can achieve high coverage but incurs significant runtime overhead. Feng et al. [8] have attempted to reduce runtime overhead by only protecting critical instructions in the program that are unlikely to be detected by other means. However, these techniques do not focus specifically on LLCs, and consequently overprotect the application, resulting in high overheads.

Another direction of research is on reducing the time taken to perform fault injections by pre-analyzing the application’s code and only injecting faults into a few representative locations to evaluate the program’s error resilience. Examples of this class of techniques are Relyzer [11] and GangES [12], both of which focus on SDC-causing errors. Unfortunately, it is difficult to extend these approaches to LLCs, as the analysis used by these approaches is specific to SDC-causing errors.

A third direction of research in this area has attempted to identify program characteristics that correlate with failure propensity through static and dynamic analysis [17], [26]. These techniques develop heuristics based on dominant code patterns that cause SDCs, and selectively protect the SDC causing code regions using the heuristics. While broadly similar to our work, the heuristics developed by these techniques are specific to SDCs and do not apply to LLC causing errors.

To the best of our knowledge, there have been only two studies of LLCs in programs. The first one by Gu et al. [9] injected faults into the Linux kernel and found that less than 1% of the errors resulted in LLCs. They further found that many of the severe failures that result in extended downtimes in the system were caused by these LLCs, due to error propagation. The authors give examples of faults that resulted in the LLCs, but they do not attempt to categorize the code patterns that were responsible for the LLCs. The second study is by Yim et al. [30], who studied the correlation between LLC-causing errors and the fault location in the program. However, they perform a coarse-grained categorization of the fault locations based on where the data resides (e.g., stack, heap etc.).

Rashid et. al. [20] have built an analytical trace-based model to predict the propagation of intermittent hardware errors in a program. The model can be used to predict the latency of crash causing faults in the program, and hence find the LLC locations. They find that less than 0.5% of faults cause LLCs using the model. While useful, their model requires building the program’s Dynamic Dependence Graph (DDG), which can be prohibitively expensive for large programs as it is directly proportional to the number of instructions executed by it. Further, they make many simplifying assumptions in their model which may not hold in the real world. Similarly, Lanzaro et. al. [14] built an automated tool which is able to analyze arbitrary memory corruptions based on execution trace when faults present in system. While their technique is useful in terms of analyzing fault propagation, it incurs prohibitive overheads as it requires the entire trace to be captured at runtime. Further, they focus on software faults as opposed to hardware faults. Finally, they do not make any attempt to identify LLC-causing faults.

Chandra et. al. [5] study program errors that violate the fail-stop model and result in corrupting the data written to permanent storage, or communicated to other processes. They find that between 2% to 7% of faults cause such violations, and propose using a transaction-based mechanism to prevent the propagation of these faults. While transaction-based techniques are useful, they require significant software engineering effort,
as the application needs to be rewritten to use transactions. This is very difficult for most commodity systems.

In contrast to the above techniques, our technique identifies specific program locations that result in LLCs, and can hence support fine-grained protection. Further, it uses predominantly static analysis coupled with dynamic analysis and a selective fault injection experiment, making it highly scalable and efficient compared to the above approaches. Finally, our technique does not require any programmer intervention or application rewriting and is hence practical to deploy on existing software.

IV. INITIAL FAULT INJECTION STUDY

In this section, we perform an initial fault injection study for characterizing the LLC causing locations in a program. The goal of this study is to measure the frequency of LLCs, and understand the reasons for them in terms of the program’s code. In turn, this will allow us to formulate heuristics for identifying the LLC-causing code patterns in Section V. We first explain our experimental setup for this study, and then discuss the results.

A. Fault Injection Experiment

To perform the fault injection study, we use LLFI [28], an open-source fault injector that operates at the LLVM compiler’s IR level. We inject faults into the destination registers of LLVM IR instructions, as per our fault model in Section II. We first profile each program to get the total number of dynamic instructions. We then inject a single bit flip in the result (i.e., register or memory location) of a single dynamic instruction chosen at random from the set of all dynamic instructions executed by the program. Our benchmarks are chosen from the SPEC [13], PARBOIL [25], PARSEC [2] and SPLASH-2 suites [29]. We choose ten programs at random chosen from the SPEC, PARBOIL, PARSEC and SPLASH-2 suites as the set of injected faults. We categorize the results into SDC, crash and benign. Hangs were negligible in our experiment and are not reported. Figure 2 shows the aggregated fault injection results across the benchmarks. We find that on average, crashes constitute about 35% of the faults, SDC constitute 4.2%, and the remaining are benign faults (about 60%). We focus on crashes in the rest of this paper, as our focus is on LLCs.

Fig. 2: Aggregate Fault Injection Results across Benchmarks

Figure 3 shows the distribution of crash latencies for all the faults that led to crashes in the injections. On average, the percentage of LLCs is about 0.38% across the ten benchmarks. Recall that we set 1,000 dynamic instructions as the threshold for determining whether a crash is an LLC. Therefore, LLCs constitute a relatively small fraction of the total crashes in programs. This is why it is important to devise fine-grained techniques to identify them, as even a relatively large fault injection experiment such as ours exposes very few LLCs in the program (38 in absolute numbers). The percentages of LLCs among all the crash causing faults, vary from 0% to 3.6% across programs due to benchmark specific characteristics. The reasons for these variations are discussed in Section VIII.

We also categorized the LLCs based on the code patterns in which the LLC locations occurred. In other words, we study the kinds of program constructs which when fault injected, are likely to cause LLCs. We choose the largest five applications from the ten benchmarks for studying the code characteristics since the larger the programs, the more code patterns they may reveal. Thus we choose sjeng, hmmer, href, libquantum and mcf for our detailed investigation.

Figure 4 shows the distribution of the LLC-causing code patterns we found in our experiments. The patterns themselves are explained in Section IV-C. We find that about 95% of the LLC causing code falls into three dominant patterns, namely (1) Pointer Corruption (20%), (2) Loop Corruption (56%), and (3) State Corruption (19%). Therefore we focus on these three patterns in the rest of this paper.

B. Fault Injection Results

We classify the results of the fault injection experiments into SDC, crash and benign. Hangs were negligible in our experiment and are not reported. Figure 2 shows the aggregated fault injection results across the benchmarks. We find that on average, crashes constitute about 35% of the faults, SDC constitute 4.2%, and the remaining are benign faults (about 60%). We focus on crashes in the rest of this paper, as our focus is on LLCs.

C. Code Patterns that Lead to LLCs

As mentioned in the previous section, we find that LLCs fall into three dominant patterns namely, pointer related LLC, loop related LLC and state related LLC. We explain each category with code examples in the following subsections. Although these observations were made at the LLVM IR level, we use C code for clarity to explain them.

Pointer Corruption LLC occurs when a fault is injected into pointers that are written to memory. An erroneous pointer value is stored in the memory, and this value can be used as a memory operation later on to cause crash. Because the pointer may not be read for a long time, this pattern has the potential to cause an LLC. Figure 5A shows the case we observed in sjeng
Fig. 3: Latency Distribution of Crash-Causing Errors in Programs: The purple bars represent the LLCs as they have a crash latency of more than 1000 instructions. The number shown at the top of each bar shows the percentage of crashes that resulted in LLCs. The error bars for LLCs range from 0%(cutcp) to 1.85%(sjeng).

Fig. 4: Distribution of LLC Categories across 5 Benchmarks (sjeng, libquantum, hmmer, h264ref and mcf). Three dominant categories account for 95% of the LLCs.

from our fault injection experiment. In the function reloadMT, *p0 and next are assigned to a global static variable, state, at line 7 and line 8 respectively. The fault is injected on the pointer, *p0, at line 10. As a result, an erroneous pointer value is saved in the memory and it is used as a memory operation in the function randomMT at line 18 after a long time. This leads to an LLC.

Loop Corruption LLC When faults are injected into loop conditions or array indices inside the loop, the array manipulated by the loop (if any) may aggressively corrupt the stack, and cause LLC. We categorize this as Loop Corruption LLC. There are two cases in which this LLC can occur.

The first case is when a fault occurs in the array index of an array written within the loop. This fault can corrupt a large area of stack since an erroneous array index is used for array address offset calculations in every iteration of the loop. This large-scale corruption to the stack significantly increases the chance of corrupting address values (i.e., pointers, return address etc) on the stack, which in turn can result in a crash much later. For example, in Figure 5B, when a fault is injected into next making a corrupted value saved back to it at the line 5, the struct array perm[] at line 9 corrupts values on the stack. When the corrupted value is used for memory operations later in the program, an LLC is observed.

The second case occurs when faults are injected into termination conditions of the loop, causing a stack overflow to occur. This is shown in Figure 5C. Assume that a fault is injected into piece_count at line 3, and makes it a large value. This will cause the for loop at line 5 to execute for a much larger number of iterations, thereby corrupting the stack and eventually leading to a LLC.

State Corruption LLC occurs when faults are injected into state variables or lock (synchronization) variables in state machine structures. These variables are declared as static or global variables and are used to allocate or deallocate particular pieces of memory. If these states are corrupted, crashes may happen between states, thus causing LLC. For the code shown in Figure 5D, when we inject a fault in opstatus at line 7, the variable opstatus becomes a nonzero value (from zero) when the state goes to quantum_objcode_stop. Later in the function quantum_objcode_put when the state is updated to quantum_objcode_stop, the opstatus variable is examined to decide whether a particular memory area should be accessed (line 23). Due to the fault injected, we observed that objcode is
Fig. 5: Code examples showing the three kinds of LLCs that occurred in our experiments.

accessed at line 28 while in the state quantum_objcode_stop. This leads to a LLC as it accesses the unallocated memory area objcode, which is illegal.

V. APPROACH

In this section, we describe our proposed technique CrashFinder, to find all the LLCs in a program. CrashFinder consists of three phases, as Figure 6 shows.

In the first phase, it performs a static analysis of the program’s source code to determine the potential locations that can cause LLCs. The analysis is done based on the code patterns in Section IV-C. We refer to this phase of CrashFinder as CrashFinder Static. In the second phase, it performs dynamic analysis of the program (under a given set of inputs) to determine which dynamic instances of the static locations are likely to result in LLCs. We call this phase CrashFinder Dynamic. In the last phase, it injects a selected few faults to the dynamic instances chosen by CrashFinder Dynamic. We refer to this phase of CrashFinder as selective fault injection. We describe the three phases in the three subsections.
may get false-positives in this phase. False-positives are those locations that conform to the LLC causing patterns but do not lead to an LLC, and will be addressed in the next phase.

The algorithm of CrashFinder Static takes the program’s source code compiled to the LLVM IR as an input and outputs the list of potential LLC causing locations. Specifically, CrashFinder Static looks for the following patterns in the program:

1) Pointer Corruption LLC: CrashFinder Static finds pointers that are written to memory in the program. More specifically, it examines static data dependency sequences of all pointers, and only consider the ones that end with store instruction.

2) Loop Corruption LLC: In this category, CrashFinder Static finds loop termination variables in loop headers and array index assignment operations. For loop termination variable(s), it looks for the variable(s) that is used for comparison with the loop index variable in loop headers. For array index assignment, CrashFinder Static first locates binary operations with a variable and a constant as operands, then checks if the result being stored is used as offset in array address calculation. If yes, then we can infer that the variable being updated will be used as the address offset of an array. In LLVM, offset calculations are done through a special variable being updated will be used as the address offset of an array. We only consider those that end with store instruction and are hence easy to identify statically.

3) State Corruption LLC: CrashFinder Static finds static and global variables used to store state or locks. Because these may depend on the application’s semantics, we devise a heuristic to find such variables. If a static variable is loaded and directly used in comparison and branches, we assume that it is likely to be a state variable or a lock variable. We find that this heuristic allows us to cover most of these cases without semantic knowledge of the application.

B. Phase 2: Dynamic Analysis (CrashFinder Dynamic)

In this phase, our technique attempts to eliminate the false positives from the static locations identified in phase 1. One strawman approach for doing so is to inject faults in every dynamic instance of the static locations to determine if it leads to an LLC. However, a single static instruction may correspond to hundreds of thousands of dynamic instances in a typical program, especially if it is within a loop. Further, each of these dynamic instances needs to be fault injected multiple times to determine if it will lead to an LLC, and hence a large number of fault injections will need to be performed. All this adds up to considerable performance overheads, and hence the above strawman approach does not scale.

We propose an alternate approach to cut down the number of fault injection locations to filter out the false positives. Our approach uses dynamic analysis to identify a few dynamic instances to consider for injection among the set of all the identified static locations. The main insight we leverage is that there are repeated control-flow sequences in which the dynamic instances occur, and it is sufficient to sample dynamic instances in each unique control-flow sequence to obtain a representative set of dynamic instances for fault injection. This is because the crash latency predominantly depends on the control-flow sequence executed by the program after the

```c
void multig(long my_id) {
    ...
    while (((flag) && (flag2))) {
        ...
        relax();
        copy_red();
        ...
        copy_black();
    }
    }
}
```

Fig. 7: Dynamic sampling heuristic. (a) Example source code (ocean program), (b) Execution trace and sample candidates.
C. Phase 3: Selective Fault Injections

The goal of this phase is to filter out all the false-positives identified in the previous phase through fault injections. Once we have isolated a set of dynamic instances from CrashFinder Dynamic to inject for the static location, we configure our fault injector to inject two faults into each dynamic instance, one fault at a time. We choose one high-order bit and one low-order bit at random to inject into, as we found experimentally that LLCs predominantly occur either in the high-order bits or the low-order bits, and hence one needs to sample both.

We then classify the location as an LLC location (i.e., not a false positive) if any one of the injected faults results in an LLC. Otherwise, we consider it a false-positive, and remove it from the list of LLC locations. Note that this approach is conservative as performing more injections can potentially increase the likelihood of finding an LLC, and hence it is possible that we miss some LLCs. However, as we show in Section VIII, our approach finds most LLCs even with only two fault injections per each dynamic instance. We also show that increasing the number of fault injections beyond 2 for each dynamic instance does not yield substantial benefits, and hence we stick to 2 injections per instance.

VI. Implementation

We implemented CrashFinder Static as a pass in the LLVM compiler [15] to analyze the IR code and extract the code patterns. We implemented the CrashFinder Dynamic also as an LLVM pass that instruments the program to obtain its control-flow. CrashFinder Dynamic then analyzes the control-flow patterns and determines what instances to choose for selective fault injection. We use the LLFI fault injection framework [28] to perform the fault injections. Finally, we used our crash latency measurement library to determine the crash latencies after injection.

To use CrashFinder, all the user needs to do is to compile the application code with the LLVM compiler using our module. No annotations are needed. The user also needs to provide us with representative inputs so that CrashFinder can execute the application, collect the control-flow patterns and choose the dynamic instances to inject faults.

VII. Experimental Setup

We empirically evaluate CrashFinder in terms of accuracy and performance. We use a fault injection experiment to measure the accuracy, and use execution time of the technique to measure its performance. We evaluate both CrashFinder and CrashFinder Static separately to understand the effect of different parts of the technique (CrashFinder includes CrashFinder Static, CrashFinder Dynamic and the selective fault injection). We compare both the accuracy and the performance of both techniques to those of exhaustive fault injections that are needed to find all the LLCs in a program. Our experiments are all carried out on an Intel Xeon E5 machine, with 32 GB RAM running Ubuntu Linux 12.04.

We first present the benchmarks used (Section VII-A, followed by the research questions (Section VII-B). We then present an overview of the methodology we used to answer each of the research questions (Section VII-C).

A. Benchmarks

We choose a total of ten benchmarks from various domains for evaluating CrashFinder. The benchmark applications are from SPEC [13], PARBOIL [25], PARSEC [2] and SPLASH-2 [29]. All the benchmark application are compiled and linked into native executables using LLVM, with standard optimizations enabled. We show the detailed information of the benchmarks in Table I.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Benchmark Suite</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>libquantum</td>
<td>SPEC</td>
<td>A library for the simulation of a quantum computer</td>
</tr>
<tr>
<td>ls24ref</td>
<td>SPEC</td>
<td>A reference implementation of H.264/AVC (Advanced Video Coding)</td>
</tr>
<tr>
<td>blackscholes</td>
<td>PARSEC</td>
<td>Option pricing with Black-Scholes Partial Differential Equation (PDE)</td>
</tr>
<tr>
<td>tanner</td>
<td>SPEC</td>
<td>Uses statistical description of a sequence family's consensus to do sensitive database searching</td>
</tr>
<tr>
<td>mct</td>
<td>SPEC</td>
<td>Solves single-depot vehicle scheduling problems planning transportation</td>
</tr>
<tr>
<td>ocean</td>
<td>SPLASH-2</td>
<td>Large-scale ocean movements simulation based on eddy and boundary currents</td>
</tr>
<tr>
<td>sad</td>
<td>PARBOIL</td>
<td>Sum of absolute differences kernel, used in MPEG video encoder</td>
</tr>
<tr>
<td>sprng</td>
<td>SPEC</td>
<td>A program that plays chess and several chess variants</td>
</tr>
<tr>
<td>cutcp</td>
<td>PARBOIL</td>
<td>Computes the short-range component of Coulombic potential at each grid point</td>
</tr>
<tr>
<td>stencil</td>
<td>PARBOIL</td>
<td>An iterative Jacobi stencil operation on a regular 3-D grid</td>
</tr>
</tbody>
</table>

B. Research Questions

We answer the following research questions (RQs) in our experiments.

**RQ1:** How much speedup do CrashFinder Static and CrashFinder achieve over exhaustive injection?

**RQ2:** What is the precision of CrashFinder Static and CrashFinder?

**RQ3:** What is the recall of CrashFinder Static and CrashFinder?

**RQ4:** How well do the sampling heuristics used in CrashFinder work in practice?

C. Experimental Methodology

We describe our methodology for answering each of the RQs below. We perform fault injections using the LLFI fault injector [28] as described earlier.

1) Performance: In order to answer RQ1, we measure the total time taken for executing CrashFinder Static, CrashFinder and the exhaustive fault injections. More specifically, for each benchmark, we measure the total time used for (1) CrashFinder Static, (2) CrashFinder, which includes CrashFinder Static, CrashFinder Dynamic and selective fault injections to identify LLCs and, (3) exhaustive fault injections to find LLCs.

1CrashFinder and its source code can be freely downloaded from https://github.com/DependableSystemsLab/Crashfinder

2Our goal is to find all LLC causing locations in the program so that we can selectively protect them and bound the crash latency.
2) Precision: The precision is an indication of the false-positives produced by CrashFinder Static and CrashFinder. To measure the precision, we inject 200 faults randomly at each static program location identified by CrashFinder Static or CrashFinder, and measure the latency. If none of the injections at the location result in an LLC, we declare it to be a false positive. Note that we choose 200 fault injections per location to balance time and comprehensiveness. If we increase the number of faults, we may find more LLC causing locations, thus decreasing the false positives. Thus, this method gives us a conservative upper bound on the false-positives of the technique.

3) Recall: The recall is an indication of the false-negatives produced by CrashFinder Static and CrashFinder. To measure the recall of CrashFinder Static and CrashFinder, we randomly inject 3,000 faults for each benchmark and calculate the fraction of the observed LLCs that were covered by CrashFinder Static and CrashFinder respectively. Thus 30,000 faults in total are injected over ten benchmark applications for this experiment. Note that this is in addition to the 1,000 fault injection experiments performed in the initial study, which were used to develop the two techniques. We do not include the initial injections in the recall measurement to avoid biasing the results.

4) Heuristics for Sampling: As mentioned in Section V, there are two heuristics used by CrashFinder to reduce the space of fault injections it has to perform. The first is to limit the chosen instances to unique dynamic instances of control-flow patterns in which the static instructions appear, and the second is to limit the number of faults injected in the dynamic instances to two faults per instance. These heuristics may lead to loss in coverage. We investigate the efficacy of these heuristics by varying the parameters used in them and measure the resulting recall.

VIII. RESULTS

This section presents the results of our experiments for evaluating CrashFinder Static and CrashFinder. Each subsection corresponds to a research question (RQ).

A. Performance (RQ1)

We first present the results of running CrashFinder and CrashFinder Static in terms of the number of instructions in each benchmark, and then examine how much speedup can CrashFinder achieve over exhaustive fault injections.

Table II shows the numbers of instructions for each benchmark. In the table, columns Total S.I and Total D.I show the total numbers of static instructions and dynamic instructions of each benchmark. Columns CrashFinder Static S.I and CrashFinder Static D.I indicate the numbers of static instructions and dynamic instructions corresponding to the static instructions that were found by CrashFinder Static as LLC causing locations. Columns CrashFinder S.I and CrashFinder D.I show the numbers of static instructions and dynamic instances of the static locations that CrashFinder identified as LLC causing locations. As can be seen from the table, on average, CrashFinder Static identified 2.99% of static instructions as LLC causing, which corresponds to about 5.87% of dynamic instructions. In comparison, CrashFinder further winnowed the number of static LLC-causing locations to 0.89%, and the number of dynamic instructions to just 0.385%, thereby achieving a significant reduction in the dynamic instructions. The implications of this reduction are further investigated in Section IX.

Figure 8 shows the orders of magnitude of time reduction achieved by using CrashFinder Static and CrashFinder to find LLCs, compared to exhaustive fault injections, for each benchmark. In the figure, CrashFinder Static refers to the time taken to run CrashFinder Static. CrashFinder refers to the time taken to run all three components of CrashFinder, namely CrashFinder Static, CrashFinder Dynamic and the selective fault injection phase. Note that the exhaustive fault injection times are an estimate based on the number of dynamic instructions that need to be injected, and the time taken to perform a single injection. We emphasize that the numbers shown represent the orders of magnitude in terms of speedup. For example, a value of 12 in the graph, means that the corresponding technique was 10^{12} times faster than performing exhaustive fault injections. In summary, on average CrashFinder Static achieves a total of 13.47 orders of magnitude of time reduction whereas CrashFinder achieves 9.29 orders of magnitude of time reduction over exhaustive fault injection to find LLCs.

We also measured the wall clock time of the different phases of CrashFinder. The geometric means of time taken for CrashFinder Static are 23 seconds, for CrashFinder Dynamic the time taken is 3.1 hours, while it takes about 3.9 days for the selective fault injection phase. Overall, it takes about 4 days on average for CrashFinder to complete the entire process. While this may seem large, note that both the CrashFinder Dynamic and selective fault injection phases can be parallelized to reduce the time. We did not however do this in our experiments.

B. Precision (RQ2)

Figure 9 shows the precision of CrashFinder Static and CrashFinder for each benchmark. The average precision of CrashFinder Static and CrashFinder are 25.42% and 100% respectively. The reason CrashFinder
TABLE II: Comparison of Instructions Given by CrashFinder and CrashFinder Static

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Metrics</th>
<th>Total S.I.</th>
<th>Total D.I. (in million)</th>
<th>CrashFinder Static S.I (%)</th>
<th>CrashFinder Static D.I (%)</th>
<th>CrashFinder S.I (%)</th>
<th>CrashFinder D.I (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>libquantum</td>
<td>15319</td>
<td>870</td>
<td>1.85%</td>
<td>9.27%</td>
<td>0.18%</td>
<td>0.011%</td>
<td></td>
</tr>
<tr>
<td>h264ref</td>
<td>189157</td>
<td>116</td>
<td>0.85%</td>
<td>3.92%</td>
<td>0.14%</td>
<td>0.150%</td>
<td></td>
</tr>
<tr>
<td>blackscholes</td>
<td>758</td>
<td>0.11</td>
<td>1.29%</td>
<td>1.81%</td>
<td>0.66%</td>
<td>0.004%</td>
<td></td>
</tr>
<tr>
<td>himmer</td>
<td>92287</td>
<td>4774</td>
<td>0.51%</td>
<td>3.53%</td>
<td>0.13%</td>
<td>0.437%</td>
<td></td>
</tr>
<tr>
<td>mcf</td>
<td>4086</td>
<td>6737</td>
<td>6.29%</td>
<td>8.75%</td>
<td>2.62%</td>
<td>1.383%</td>
<td></td>
</tr>
<tr>
<td>ocean</td>
<td>21300</td>
<td>1061</td>
<td>3.46%</td>
<td>3.11%</td>
<td>0.53%</td>
<td>0.005%</td>
<td></td>
</tr>
<tr>
<td>sad</td>
<td>3176</td>
<td>1983</td>
<td>1.47%</td>
<td>5.56%</td>
<td>0.69%</td>
<td>0.473%</td>
<td></td>
</tr>
<tr>
<td>steng</td>
<td>33931</td>
<td>137</td>
<td>1.70%</td>
<td>15.55%</td>
<td>0.16%</td>
<td>0.567%</td>
<td></td>
</tr>
<tr>
<td>cutcp</td>
<td>3868</td>
<td>11389</td>
<td>3.13%</td>
<td>6.35%</td>
<td>0.39%</td>
<td>0.001%</td>
<td></td>
</tr>
<tr>
<td>stencil</td>
<td>2193</td>
<td>7168</td>
<td>4.38%</td>
<td>0.84%</td>
<td>0.41%</td>
<td>0.819%</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>36608</td>
<td>3423</td>
<td>2.99%</td>
<td>5.87%</td>
<td>0.89%</td>
<td>0.385%</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9: Precision of CrashFinder Static and CrashFinder for finding LLCs in the program

has a precision of 100% is that all the false-positives produced by the static analysis phase (CrashFinder Static) are filtered out by the latter two phases, namely CrashFinder Dynamic, and selective fault injections. The main reason why CrashFinder Static has low precision is because it cannot statically determine the exact runtime behavior of variables. For example, a pointer can be saved and loaded to/from memory in very short intervals, and would not result in an LLC. This behavior is determined by its runtime control flow, and cannot be determined at compile time, thus resulting in false positives by CrashFinder Static. However, CrashFinder does not have this problem as it uses dynamic analysis and selective fault injection.

C. Recall (RQ3)

Figure 10 shows the recall of CrashFinder Static and CrashFinder. The average recall of CrashFinder Static and CrashFinder are 92.47% and 90.14% respectively. Based on the results, we can conclude that (1) CrashFinder Static is able to find most of the LLC causing locations showing that the code patterns we identified are comprehensive and, (2) our heuristics used in CrashFinder Dynamic and selective fault injections do not filter out many legitimate LLC locations since there is only a 2.33% difference between the recalls of CrashFinder Static and CrashFinder (however, they filter out most of the false positives as evidenced by the high precision of CrashFinder compared to CrashFinder Static). We will discuss this further in the next subsection.

There are two reasons why CrashFinder Static does not achieve 100% recall: (1) There are a few cases as mentioned in Section IV that do not fall into the three dominant patterns. (2) While CrashFinder Static is able to find most of the common cases of LLCs, it does not find some cases where the dependency chain spans multiple function calls. For example, the return value of an array index calculation can be propagated through complex function calls and finally used in the address offset operations in a loop. This makes the pointer analysis in LLVM return too many candidates for the pointer target, and so we truncate the dependence chain. However, there is no fundamental reason why we cannot handle these cases. Even without handling the cases, CrashFinder finds 92.47% of the cases leading to LLCs in the program.

Note that we did not observe any LLCs in the two benchmark programs stencil and cutcp. This may be because they have fewer LLC causing locations, and/or they have a small range of bits which may result in LLCs. This was also the case in the initial study IV.

D. Efficacy of Heuristics (RQ4)

As mentioned earlier, there are two heuristics used by CrashFinder Dynamic to speed up the injections. First, in the dynamic analysis phase (CrashFinder Dynamic), only a few instruction instances are chosen for injection. Second, in the selective fault injection phase, only a few bits in each of the chosen locations are injected. We examine the effectiveness of these heuristics in practice.

In order to understand the LLC-causing errors that are covered by CrashFinder Static but not CrashFinder, we manually inspected these injections. We found that all of
the missed errors are due to the second heuristic used by the selective fault injection phase. None of the missed errors were due to the first heuristic employed by CrashFinder Dynamic.

The heuristic for choosing bit positions for selective injections picks two random positions in the word to inject faults into, one from the high-level bits and one from the low-level bits. Unfortunately, this may miss other positions that lead to LLCs. We evaluated the effect of increasing the number of sampled bits to 3 and 5, but even this did not considerably increase the number of LLCs found by CrashFinder. This is because most of the missed errors can only be reproduced by injecting into very specific bit positions, and finding these positions will require near exhaustive injections on the words found by CrashFinder Dynamic, which will prohibitively increase the time taken to complete the selective fault injection phase. Therefore, we choose to retain the heuristic as it is, especially because the difference between CrashFinder Static and CrashFinder is only 2.33%.

With the above being said, the heuristic-based approach used here is an approximation. Hence, there may be multiple sources of inaccuracy in these heuristics. We will further quantify the limits of the heuristic based approach in future work.

IX. DISCUSSION

In this section, we discuss some of the implications of CrashFinder on selective protection and checkpointing. We also discuss some of the limitations of CrashFinder and improvements.

A. Implication for Selective Protection

One of the main results from evaluating CrashFinder is that we find that a very small number of instructions are responsible for most of the LLCs in the program. As per Table II, only 0.89% of static instructions are responsible for more than 90% of the LLC causing errors in the program (based on the recall of CrashFinder). Further, CrashFinder is able to precisely pinpoint these instructions, thereby allowing these to be selectively protected.

An example of a selective protection technique is value range checking in software [10]. A range check is typically inserted after the instruction that produces the data item to be checked. For example, the assertion(ptr_address<0x001b, true) inserted after the static instruction producing ptr_address will check the value of the variable whenever the instruction is executed. Since the total number of executions of all such LLC causing instructions is only 0.385% (Table II), the overhead of these checks is likely to be extremely low. We will explore this direction in future work.

B. Implication for Checkpointing Techniques

Our study also establishes the feasibility of fine-grained checkpointing techniques for programs, as such checkpointing techniques would incur frequent state corruptions in the presence of LLCs. For example, Chandra et al. [6] found that the frequency of checkpoint corruption when using a fine-grained checkpointing technique ranges between 25 and 40% due to LLCs. They therefore conclude that one should not use such fine-grained checkpointing techniques, and instead use application-specific coarse-grained checkpointing in which the corresponding probability of checkpoint corruption is 1% to 19%. However, by deploying our technique and selectively protecting the LLC causing locations in the program, one could restrict the crash latency, thus minimizing the chances of checkpoint corruption. Based on the 90% recall of CrashFinder, we can achieve a 10-fold reduction in the number of LLC causing locations, thus bringing the checkpoint corruption probability of fine-grained checkpointing down. This would make fine-grained checkpointing feasible, thus allowing faster recovery from errors. This is also a direction we plan to explore in the future.

C. Limitations and Improvements

One of the main limitations of CrashFinder is that it takes a long time (on average 4 days) to find the LLC causing errors in the program. The bulk of this time is taken by the selective fault injection phase, which has to inject faults into thousands of dynamic instances found by CrashFinder Dynamic to determine if they are LLCs. While this is still orders of magnitude faster than performing exhaustive fault injections, it is still a relatively high one-time cost to protect the program. One way to speed this up would be to parallelize it, but that comes at the cost of increased computation resources.

An alternate way to speed up the technique is to improve the precision of CrashFinder Static. As it stands, CrashFinder Static takes only a few seconds to analyze even large programs and find LLC causing locations in them. The main problem however is that CrashFinder Static has a very low precision (of 25.4%). However, this may be acceptable in some cases, where we can protect a few more locations and incur higher overheads in doing so. Even with this overprotection, we still only protect less than 6% of the program’s dynamic instructions (Table II). However, one can improve the precision further by finding all possible aliases and control flow paths at compile time [22], and filtering out the patterns that are unlikely to cause LLCs.

Another limitation is that the recall of CrashFinder is only about 90%. Although this is still a significant recall, one can improve it further by (1) building a more comprehensive static analyzer to cover the uncovered cases that do not belong to the dominant LLC-causing patterns, and (2) improving the heuristic used in the selective fault injection phase, by increasing the number of fault injections in the selective fault injection phase, albeit at the cost of increased performance overheads (as we found in RQ4, this heuristic was responsible for most of the difference in recall between CrashFinder and CrashFinder Static).

Finally, though the benchmark applications are chosen from a variety of domains such as scientific computing, multimedia, statistics and games, there are other domains that are not covered such as database programs, or system software applications. Further, they are all single-node applications. We defer the extension of CrashFinder for distributed applications to our future work.
X. CONCLUSION AND FUTURE WORK

In this paper, we identify an important but neglected problem in the design of dependable software systems, namely identifying faults that propagate for a long time before causing crashes, or LLCs. Unlike prior work which has only performed a coarse grained analysis of such faults, we perform a fine grained characterization of LLCs. Interestingly, we find that there are only three code patterns in the program that are responsible for almost all LLCs, and that these patterns can be identified efficiently through static analysis. We build a static analysis technique to find these patterns, and augment it with a dynamic analysis and selective fault-injection based technique to filter out the false positives. We implement our technique in a completely automated tool called RASH. We find that RASH is able to achieve 9 orders of magnitude speedup over exhaustive fault injections to identify LLCs, with no false-positives, and successfully identifies over 90% of the LLC causing locations in ten benchmark programs.

For future work, we plan to (1) apply the results of RASH to selectively protect LLC causing locations and measure the overhead, (2) combine RASH with fine-grained checkpointing methods to achieve fast recovery in the case of crashes, and (3) reduce the performance overhead of RASH and improve its accuracy with more sophisticated static analysis.
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