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We evaluate two alternative models of international trade in differentiated products.
An increasing returns model where varieties are linked to firms predicts home
market effects: increases in a country’s share of demand cause disproportionate
increases in its share of output. In contrast, a constant returns model with national
product differentiation predicts a less than proportionate increase. We examine a
panel of U.S. and Canadian manufacturing industries to test the models. Although
we find support for either model, depending on whether we estimate based on within
or between variation, the preponderance of the evidence supports national product
differentiation.(JEL F12, F15)

The increasing returns trade model intro-
duced by Paul R. Krugman (1980) predicts that
strong demand at home raises domestic produc-
tion for export. A large home market for the
products of a manufacturing industry translates
into a disproportionate share of output and a
trade surplus. This “home market effect” de-
rives from the choice of location by mobile
firms producing symmetric varieties. A reduc-
tion of trade barriers in this model causes firms
to relocate to the larger market and serve the
small market through exports. In contrast, when
varieties are tied to the nation of production—
national product differentiation—and there are
constant returns to scale, the home market effect
is reversed: The smaller country may be the net
exporter of manufactures. Moreover, trade lib-
eralization enables the small country’s industry
to increase its share of output because small-
market firms gain improved access to the con-
sumers in the larger foreign market.

The contrasting predictions of what we will
refer to as the increasing returns (IRS) and

national product differentiation (NPD) models
are reflected in different relationships between a
country’s share of production and its share of
demand. The IRS model predicts that an in-
crease in the demand share of one trading part-
ner will elicit a more than one-for-one increase
in that country’s output share, whereas the NPD
model predicts a less than one-for-one
relationship.

We use matched three-digit industry data for
Canadian and U.S. manufacturing for the period
1990–1995 to evaluate the models. Alterna-
tively using between (cross-sectional) and
within (time-series) variation in our panel, we
provide estimates of the slope of the line relat-
ing a country’s share of output in an industry to
its share of demand in that industry. Our sample
period includes tariff reductions mandated by
the 1988 Canada–U.S. Free Trade Agreement
(FTA). Information on tariffs enables us to con-
duct four useful exercises. First, we measure the
elasticity of substitution between varieties, a
key parameter in both the national product dif-
ferentiation and increasing returns models. Sec-
ond, we decompose the “border effect”
impeding consumption of goods produced
abroad into the portion attributable to tariffs and
the portion resulting from all other trade barri-
ers. Third, we assess the influence of tariffs on
the slope of the output share–demand share
relationship, which we show to differ depending
on the model. Finally, we examine how indus-
tries with relatively large demand shares differ
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from those with small demand shares in terms
of the effect of trade liberalization on the share
of output.

An empirical assessment of the increasing
returns and national product differentiation
models is important to policy and research. Un-
der IRS, trade liberalization reinforces the ad-
vantage associated with producing in the large
country. Thus, a reduction in trade costs could
result in the decrease or even elimination of
small-country manufacturing. On the other
hand, in the NPD model trade liberalization
benefits small-country manufacturing in terms
of greater trade surpluses. A test of the models
against the data may also help guide the mod-
eling choices of researchers. Features of both
models are used extensively in international
trade research and the findings will either sup-
port an increasing returns or constant returns
depiction of the manufacturing economy.

The hypothesis that home demand plays a
crucial role in explaining export performance
was first proposed by Staffan B. Linder (1961).1

He states, “It is a necessary, but not a sufficient,
condition that a product be consumed (or in-
vested) in the home country for this to be a
potential export product” (p. 87). Krugman
(1980) develops a model showing how increas-
ing returns, demand-size asymmetries, and
trade costs combine to generate predictions
about net exports. Our derivation of the rela-
tionship between a country’s share of firms and
its share of demand parallels development of
Krugman’s model contained in Elhanan Help-
man and Krugman (1985).

We develop a national product differentiation
trade model as an alternative to the increasing
returns model. In this model, goods in each
industry are distinguished by nationality, there
is a constant elasticity of substitution between
an industry’s goods, and perfect competition
prevails. We show these two trade models can
be tested based on the relationship between a
country’s share of demand and its share of pro-
duction. Namely, in contrast to the IRS model,
the NPD model predicts that the slope of the
line relating production share and demand share
will be less than one.

Robert C. Feenstra et al. (1998) present a free
entry, imperfect competition, homogeneous
good model that gives rise to a home market
effect. They develop the “reciprocal dumping
model” introduced by James A. Brander (1981),
where oligopolists sell output in segmented na-
tional markets. They find, however, that when
the number of firms is fixed in this model a
“reverse home market” effect occurs; that is, an
increase in a country’s demand generates a less
than one-for-one change in its output. In this
paper, we show that a reverse home market
effect also occurs in the increasing returns
model when the number of firms is held con-
stant. This implies that the relationship between
changes in a country’s share of demand and
changes in its share of output are similar for the
short-run version of the IRS model (where the
number of firms are fixed) and the NPD model.

The key feature of our national product dif-
ferentiation model is that a reallocation of de-
mand from one country to another does not
influence where each variety is produced. Un-
like the increasing returns model where relative
demand considerations and economies of scale
in production can induce the complete exit of
firms from the small country, the NPD model
predicts that production will occur in both coun-
tries regardless of market size. It is not surpris-
ing that fixed-firm versions of imperfect
competition models yield results similar to
those of the NPD model. With firms producing
in both countries, an increase in demand in one
country will be met by additional output in both
countries, resulting in a less than one-for-one
relationship between changes in demand shares
and changes in output shares.

Moreover, models that predict that countries
will specialize in different goods in an industry
can generate reverse home market effects with-
out assuming that varieties are differentiated by
nationality. Donald R. Davis (1995) shows that
two countries may specialize in different goods
produced with identical factor proportions as a
result of Ricardian differences in production
efficiency. If the goods are classified as being
in the same industry, an increase in demand
for goods in that industry will be met by in-
creased production in both countries. Seen in
this light, the NPD model we propose may be
viewed as representative of a broader class of
models where a larger market does not induce

1 We thank a referee for alerting us to the relevance of
Linder’s work to the home market effect literature.
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reallocation of the location of firms and product
varieties.

Recent empirical papers test for home mar-
ket effects using cross-sectional information
or pooled cross-sectional and time-series in-
formation. Rolf Weder (1998) evaluates
U.S.–U.K. trade for 26 products over the pe-
riod 1970 –1987. He finds that relative de-
mand has a positive relationship with net
exports, which supports the increasing returns
model. Davis and David E. Weinstein (1998,
1999) argue that, as a benchmark, a country
allocates resources to produce goods in the
same proportions as other countries. Produc-
tion deviates from this benchmark because of
differences in endowments and demand.
Davis and Weinstein (1998) analyze 1985
production and trade data at the four-digit
level for OECD countries. They find that rel-
ative differences in spending patterns across
countries translate into differences in relative
production. Specifically, a nation that spends
a higher proportion of its income on a good
will tend to produce more of that good. Al-
though the magnitude of this effect varies
across industries, the pooled results reveal a
more than one-for-one relationship, thus indi-
cating home market effects on average. The
Davis and Weinstein (1999) examination of
Japanese regional data identifies home market
effects for eight of 19 industries in their
sample.

Empirical research continues with Federico
Trionfetti (1998) who analyzes 1985 manufac-
turing data for 18 sectors in eight European
countries. The critical element of his model are
home-biased expenditures, which he measures
using input–output matrices. He distinguishes
increasing-returns, monopolistic competition
industries (IRS-MC) from constant-returns, per-
fect competition industries (CRS-PC) by the
response of output shares to shares of home-
biased expenditures. Based on estimates of this
relationship for individual sectors (each with
eight observations), he identifies six sectors as
IRS-MC, nine sectors as CRS-PC, with the re-
maining sectors undetermined. Feenstra et al.
(1998) examine bilateral exports for a large
sample of countries for the years 1970, 1975,
1980, 1985, and 1990. Their cross-sectional re-
sults based on a gravity model specification
show home market effects for goods classified

as differentiated and reverse home market ef-
fects for homogeneous goods.

In the following section, we develop com-
mon aspects of the increasing returns and
national product differentiation models and
generate a method of utilizing market share
information to calculate annual measures of
the border effect between Canada and the
United States. We present a decomposition of
the border effect between tariff barriers and
nontariff barriers and provide estimates of the
average elasticity of substitution between
goods for three-digit SIC industries. In Sec-
tion III, we establish that both models imply a
linear relationship between a country’s share
of production and its share of demand. The
IRS model predicts a slope greater than one,
whereas the NPD model generates a slope less
than one. We also demonstrate that tariffs
interact with the demand share in different
ways: in the IRS model, higher tariffs reduce
the slope, whereas the opposite interaction
occurs in the NPD model. Section III tests
these competing predictions of the models for
the relationship between output shares and
demand shares and the sensitivity of this re-
lationship to tariffs. With only six years of
data for each industry, we do not attempt to
categorize individually the 106 manufactur-
ing industries studied in this paper. Rather,
we examine whether the behavior exhibited
by manufacturing industries as a group ad-
heres more closely to the NPD or the IRS
model. We summarize our findings in the final
section.

I. Two Competing Models of Trade

In this section we develop the basic structure
of the two alternate trade models. Both models
are consistent with a salient feature of North
American trade, namely that intraindustry trade
exists between Canada and the United States
in each three-digit manufacturing industry.2

Furthermore, both models are special cases of
the same underlying preference structure. As a
consequence, both models give rise to the same

2 Net trade averaged 33 percent of total bilateral trade for
our sample of industries in 1995, yielding a Grubel–Lloyd
intraindustry trade index of 67 percent.
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methodology for identifying the magnitude of
trade barriers. The models differ dramatically,
however, in their predictions for the effects of
how a redistribution of demand would affect the
allocation of production.

The increasing returns model adapts Avi-
nash K. Dixit and Joseph E. Stiglitz’s (1977)
model of monopolistic competition to allow
for trade subject to transport costs. A key
feature of this model for our purposes is that
it identifies product varieties with individual
firms. The national product differentiation
model takes the alternative approach of iden-
tifying varieties with nations. Paul S. Arm-
ington (1969) argued that a useful assumption
for working with trade data is that “products
are distinguished by place of production.”
He proposed a utility function in which
each country makes different products that
are viewed as imperfect substitutes by con-
sumers. Armington’s formulation has been
used for estimation of the response of trade
flows to price movements and has become
a common feature of computable general-
equilibrium models.

We begin with a structure that is general
enough to include both the increasing returns
and national product differentiation models as
special cases. The market consists of two
countries, Canada and the United States.
Variables associated with the United States
have an asterisk superscript. Our focus is on
the manufacturing sector that consists ofI
industries denoted with the subscripti .
Within each industry there areni varieties
manufactured in Canada andn*i varieties
manufactured in the United States.

We assume that the marginal costs of produc-
tion for firms in the manufacturing sector are
exogenous. To generate this outcome, we as-
sume a “numeraire” sectorZ with constant re-
turns to scale, perfect competition, and no trade
costs.3 This nonmanufacturing sector estab-
lishes the pricesw andw* of the single factor
labor. Productivity differences between the

United States and Canada in the numeraire sec-
tor could create a wedge betweenw and w*.
Trade deficits or surpluses in the manufacturing
sector will be offset by the balance in the nu-
meraire sector.

The representative consumer is assumed to
have a two-tier utility function. The upper tier is
a (logged) Cobb–Douglas function of the utility
derived from consumption of the goods in each
industry:

(1) U 5 O
i 5 1

I

a i ln ui 1 S1 2 O
i 5 1

I

a iD ln Z

and U* 5 O
i 5 1

I

a*i ln u*i 1 S1 2 O
i 5 1

I

a*iD ln Z*,

whereai and a*i are parameters in the Cobb–
Douglas function, andZ andZ* represent con-
sumption levels of the numeraire good in each
country.

Maximization of utility implies that expendi-
tures in Canada and the United States in each
manufacturing industry will be given byEi 5
a iwL and E*i 5 a*iw* L*, where L and L*
represent the labor force in each country and
thereforewL and w* L* are the national in-
comes. A crucial variable in the model, the
Canadian demand share is given by

shr~Ei ! ; Ei /~Ei 1 E*i !

5 1/~1 1 @~a*i /a i !~w*/ w!~L*/ L!#!.

Thus, Canada’s demand share will vary
across industries because of preference differ-
ences in the upper-tier function. Demand
shares will vary over time as a result of
changes in preferences, relative wages, and
labor supplies.

In turning to the lower-tier choice between
varieties in each manufacturing, we will omit
the i subscript for now and examine expendi-
ture allocation in a representative industry
consisting of multiple product varieties. Ca-
nadian varieties are numbered fromj 5 1 to
j 5 n. American varieties begin withj 5 n 1
1 and continue toj 5 N 5 n 1 n*.

3 The zero trade cost assumption is not innocuous. Davis
(1998) shows that the home market effect can disappear
when trade costs are higher for manufactures than the nu-
meraire sector.
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Consumption of each variety is denoted with
Dj in Canada andD*j in the United States. The
lower-tier utility function is given by

(2) u 5 S O
j 5 1

n

~gDj !
@~s 2 1!/s#

1 O
j 5 n 1 1

N

~dDj !
@~s 2 1!/s#D @s/~s 2 1!#

,

(3) u* 5 S O
j 5 1

n

~g* D*j !
@~s 2 1!/s#

1 O
j 5 n 1 1

N

~d* D*j !
@~s 2 1!/s#D @s/~s 2 1!#

.

The Dixit–Stiglitz utility function used in Help-
man and Krugman (1985) can be obtained by
equating all the utility function parameters (i.e., by
settingg 5 d 5 g* 5 d* 5 1). In that case all
varieties are symmetrically differentiated. The
Armington (1969) formulation arises whenn 5
n* 5 1. In the general formulation, the consum-
er’s allocation of their total industry expenditures
depends on preference parameters, the number of
varieties produced in each country and the price of
each variety faced by the consumer. Because con-
sumers spend a constant share of expenditures on
each industry’s goods, consumption decisions in
one industry are independent of the prices of va-
rieties in other industries.

Trade barriers create wedges between the
price paid for locally produced and imported
products. Consumers in Canada payp for Ca-
nadian goods andp* t for imports (wheret $ 1)
from the United States. Similarly, consumers in
the United States payp* for U.S.-made goods
andpt for goods they import from Canada. This
implies thatt 2 1 is the tariff equivalent of the
trade barrier between the two countries.4

Maximizing lower-tier utility yields expres-
sions for the share of Canadian expenditures
devoted to Canadian-made varieties and the
share of U.S. expenditures on U.S.-produced
varieties, which we labelx andx*.

(4) x 5
n~ p/g!1 2 s

n~ p/g!1 2 s 1 n* ~tp*/ d!1 2 s ,

(5) x* 5
n* ~p*/ d* !1 2 s

n~tp/g* !1 2 s 1 n* ~p*/ d* !1 2 s
.

The results are more intuitive if we reduce the
dimensionality of preference parameters by as-
suming

g/d 5 kh and g*/ d* 5 k/h.

In this formulation,k represents the “common”
assessment of all consumers in the market over the
relative quality of Canadian versus American va-
rieties. Meanwhileh represents the “home bias” of
each consumer. The largerh is, the more Canadi-
ans prefer goods made in Canada and Americans
prefer goods made in the United States. In a sym-
metric home bias model,k would equal 1.

In the analysis that follows, we assume in-
dustries are identical except for differences in
exogenously given expenditure shares shr(E)
and trade costst. These differences give rise to
variation in trade patterns across industries. In
the empirical analysis we estimate model pa-
rameters common to all manufacturing indus-
tries based on variation in expenditure shares
and trade costs. To simplify the presentation, we
continue to omit industry subscripts in the der-
ivations that follow.

II. Measuring and Decomposing Trade Barriers

Now we may define the parameter that quan-
tifies the importance of trade barriers. Letb [
(ht)s 2 1 represent the border effect, that is, the
advantage domestically manufactured goods
have relative to imports in either country. The
higher the degree of home biash and trade costs
t, the greater the border effect.

We use a second parametera to measure the
asymmetry between the two countries. It is de-

4 The assumption of symmetric barriers simplifies the
model. It is also important at the estimation stage because it
reduces the number of interactions to be estimated. Tariffs
in the United States and Canada were highly correlated
(0.66 in 1988), although Canadian tariffs were somewhat
higher on average.
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fined such that increases ina raise the market
shares of Canadian varieties in both countries:
a [ [k( p*/ p)]s 2 1. We now reexpress the
share equations as

(6) x 5
b

b 1 n*/ ~an!
,

(7) x* 5
b

b 1 ~an!/n*
.

As b 3 `, x and x* will approach 1. Using
equations (6) and (7) we may infer the value of
b pertaining to each industry in each year. In
doing so it is not necessary to make any as-
sumptions on the number of varieties produced
in each country. The border effect is calculated
as the geometric mean of domestic firms’ suc-
cess relative to foreign firms’ success in each
home market:

(8) b 5 Î x

1 2 x

x*

1 2 x*
.

We use annual data on Canadian and U.S.
shipments, bilateral exports, and world ex-
ports, to calculate annual measuresx andx*.
To maintain consistency with our two-country
model, x represents Canadian producers’
share of the Canadian market for North Amer-
ican (Canadian and U.S.) goods. Correspond-
ingly, x* is U.S. producers’ share of the U.S.
market for North American goods (see the

Data Appendix for the sources and construc-
tion of these variables).

Figure 1 displays inferred annual values ofb
for different quartiles of our manufacturing in-
dustries over the period 1990 to 1995. Each of
the three quartiles shown reveals a sharp drop in
b over time. As a measure of the “odds” of
purchasing from a domestic manufacturer, the
range ofb for the median industry of 20 in 1990
and 11 in 1995 indicates that a consumer was 20
and 11 times as likely to purchase from local
producers as foreign producers in those years.
Seven years after the signing of the FTA, the
North American manufacturing sector is still
quite far from frictionless integration, which
would be the case when the value ofb attains
unity. Figure 2 displays the border effect over
the period 1970–1995 calculated from aggre-
gate manufacturing data. It reveals that the trend
toward lower border costs has been under way
for two decades.5

Can we attribute the decline in border effects
to FTA tariff reductions? To investigate this
question, we decompose the border effect as
follows:

(9) b ; ~ht!s 2 1

5 ~~1 1 NTB!~1 1 TAR!!s 2 1,

5 The level of the border effect based on aggregate data
for the period 1990–1995 is lower than the border effect
based on the average across industries. This is because
aggregate manufacturing data disproportionately reflects
large sectors like motor vehicles that have low barriers to
trade.

FIGURE 1. QUARTILES FOR INDUSTRY LEVEL BORDER

EFFECTS, 1990–1995

FIGURE 2. BORDER EFFECTS FORCANADA ’S

MANUFACTURING SECTOR, 1970–1995
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where TAR and NTB represent the ad valorem
rates of tariffs and nontariff barriers. We define
NTB to comprise all barriers to export success
other than tariffs, including transportation costs,
home bias (h), and any government policies
that favor domestically produced goods over
imports. Other authors using different method-
ologies have estimated the overall border effect
(John McCallum, 1995; John F. Helliwell,
1996; Shang-Jin Wei, 1996) but have not de-
composed it into tariff and nontariff barrier
components. Denoting industries withi and
years witht, note that we observeTARit (see
the Data Appendix) but must inferNTBit as
a residual. We assume that (s 2 1)ln(1 1
NTBit) can be approximated as (s 2 1)ln(1 1
NTBt) 1 «it. Substituting, we obtain a log linear
regression equation:

(10) ln~bit ! 5 ~s 2 1!ln~1 1 NTBt !

1 ~s 2 1!ln~1 1 TARit ! 1 « it .

We estimate the first term with year dummies.
Note that almost any border effect can be ob-
tained from tiny tariff barriers if the elasticity of
substitutions is high enough.

Column (1) of Table 1 presents results for
ordinary least-squares (OLS) estimation, whereas
column (2) reflects results when we add industry
fixed effects. The coefficient on the tariff variable
implies that the elasticity of substitution between
goodss ranges between 7.9 (fixed effects) and
11.4 (pooled OLS). The reduction in estimateds
caused by controlling for industry-specific effects
suggests that the OLS estimate is upwardly biased
because of a positive correlation between tariff
levels and fixed, unmeasured characteristics of
industries that raisebit. Although even the fixed-
effects estimate ofs may appear high, it is con-
sistent with results in several other recent studies.
Feenstra (1994) estimates price elasticities for a
demand and supply system using a panel of ex-
porting countries over the years 1964–1987. He
obtains 95-percent confidence intervals for six
products with an average lower bound of 3.9 and
average upper bound of 8.8.6 Scott L. Baier and

Jeffrey H. Bergstrand (2001) fit a gravity equation
to bilateral trade between 16 industrialized coun-
tries. They obtain a point estimate for the elasticity
of substitution equal to 6.43 with a 90-
percent confidence interval of [2.44, 10.4]. David
Hummels (1998) calculatess equal to 7.6 using
information on how freight costs affect trade. Us-
ing a methodology based on geographic variation
in wages, Gordon H. Hanson (1998) obtains esti-
mates ofs that range between 6 and 11. Jonathan
Eaton and Samuel Kortum (1998) estimate a
model based on technology differences but obtain
a value of 8.3 for a parameter that is observation-
ally equivalent to ours.

Our estimates tend to be higher than those
obtained from directly estimating import price
elasticities. For example, Bruce A. Blonigen
and Wesley W. Wilson (1999) report an average
elasticity across 146 three-digit sectors of just
0.81. They obtain their estimates by regressing
the ratio of imports to domestic output on the
import/domestic price ratio using quarterly U.S.
data for the period 1980–1988. There are four

6 The six products and their 95-percent confidence inter-
vals are men’s leather athletic shoes [4.4, 10.6], men’s and
boy’s cotton knit shirts [4.2, 11.0], stainless steel bars [2.8,

5.3], carbon steel sheets [3.0, 10.0], color TV receivers [6.4,
12.3], and portable typewriters [2.5, 3.6].

TABLE 1—DECOMPOSINGCHANGES IN TRADE COSTS INTO

TARIFF AND NONTARIFF EFFECTS

Method OLS Fixed effects

Average
NTB

(percent)

OLS FE

Ln 1 1 tariff 10.409 6.882
(1.916) (1.532)

Intercept (1990) 2.742 2.883 30.1 52.0
(0.139) (0.070)

1991 20.074 20.082 29.2 50.2
(0.159) (0.040)

1992 20.123 20.156 28.6 48.6
(0.161) (0.044)

1993 20.166 20.240 28.1 48.6
(0.164) (0.050)

1994 20.212 20.30 27.5 45.5
(0.167) (0.056)

1995 20.242 20.335 27.1 44.8
(0.169) (0.061)

N 615 615
R2 0.073 0.387
RMSE 1.133 0.275

Note: Standard errors are in parentheses. Dependent vari-
able: Ln border effect: ln(b).
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potential explanations for the difference be-
tween their estimates and ours. First, we con-
sider U.S. and Canadian goods, which may be
closer substitutes than U.S. goods and aggregate
U.S. imports. Second, increases in import prices
partially reflect increases in average import
quality. These unobserved changes in the nature
of the import mix would tend to attenuate the
negative demand response to higher prices.
Third, if the supply curve for imports is upward
sloping, OLS estimates will suffer from simul-
taneity bias. Finally, in that the Blonigen and
Wilson estimates mainly reflect onquarterly
variation in output and prices, they might be
more appropriately seen as short-run price elas-
ticities. Overall, there is significant variation in
the elasticity estimates in the empirical litera-
ture. Our fixed-effect estimate is toward the
high end of the range but in line with recent
estimates using novel estimation techniques.

The year dummies indicate that nontariff bar-
riers have fallen steadily over the period. The
coefficients for the year effects can be reex-
pressed in terms of average levels of nontariff
barriers in tariff equivalent terms. According to
the fixed-effect regressions where these barriers
are highest in 1990, column (3) shows nontariff
barriers to be 52 percent in 1990 and decreasing
to 45 percent by 1995. The OLS estimates put
these values at 30 and 27 percent.

The empirical results in this section show that
consumption in North America is strongly dis-
torted by trade barriers: in the median industry
consumers were 10 times as likely to purchase
domestically produced goods as foreign goods
in 1995. Even though the fairly high elasticity
of substitution we estimate suggests that tariff
reductions translate to a large change in con-
sumption patterns, remaining nontariff barriers
continue to impede consumption of foreign
goods. In the next section, we derive a linear
relationship between a country’s share of output
and its share of demand. Our estimate of the
border effect will have implications for the
slope that we may expect in the cases of the
increasing returns and national product differ-
entiation models.

III. Relating Output Shares to Demand Shares

We now turn to the derivation of the linear
relationship between a country’s share of indus-

try output and its share of industry demand.
Equilibrium in the representative industry ob-
tains when the values of total output from each
countryV andV* equal consumer expenditures:

(11) V 5 xE 1 ~1 2 x* !E*,

(12) V* 5 x* E* 1 ~1 2 x!E,

wherex andx* are expressed in equations (6)
and (7). In each case, total output comprises
production for the home market (the first term)
and exports (the second term). Imports need not
equal exports in manufacturing as trade bal-
ances are achieved via offsetting balances in the
numeraire sector.

We combine equations (11) and (12) to gen-
erate a relationship between production and de-
mand shares:

(13) shr~V! 5 @x 2 ~1 2 x* !#shr~E!

1 ~1 2 x* !,

where shr(V) 5 V/(V 1 V*) and shr(E) 5
E/(E 1 E*). Using equations (6) and (7) to
substitute forx and 12 x* yields

(14) shr~V!

5
~b2 2 1!

@b 1 an/n* #@b 1 n*/ ~an!#
shr~E!

1
1

1 1 ~bn* !/~an!
.

Recall that a [ (kp*/ p)s 2 1. To derive a
reduced-form expression for shr(V) we need to
determine relative prices and the relative num-
ber of firms. Prices are a function of the exog-
enous marginal costs of production represented
as c 5 bw and c* 5 b* w* with b and b*
representing unit labor requirements.

A. The National Product Differentiation
(NPD) Model

In the NPD model,n 5 n* 5 1. We also
assume that prices are given by perfectly elastic

865VOL. 91 NO. 4 HEAD AND RIES: PATTERN OF U.S.–CANADA TRADE



supply curves, thusp 5 c and p* 5 c*. The
NPD share equation is given by

(15) shr~V! 5
~b2 2 1!

@b 1 a#@b 1 1/a#
shr~E!

1
1

1 1 b/a
.

wherea equals (kc*/ c)s 2 1. Observe that when
a 5 1 (marginal costs of production are equal
and there are no common preference for either
Canadian- or U.S.-produced varieties) the ex-
pression for the slope simplifies to (b 2 1)/
(b 1 1).

The national product differentiation frame-
work yields a linear relationship between output
shares and demand shares. There are a number
of important features of this relationship. First,
the slope of the equation is less than one and the
intercept is positive. Second, reductions in trade
barriers reduce the slope of the equation. As the
market becomes more integrated, the location of
demand has less predictive power for the loca-
tion of production.

B. The Increasing Returns (IRS) Model

In the IRS model, the Dixit–Stiglitz assump-
tion that firms price as if they faced a constant
price elasticity of demand yields pricing rules of

(16) p 5
sc

s 2 1
and p* 5

sc*

s 2 1

for domestic and foreign firms. The preceding
pricing equations imply that in the IRS model,
as in the NPD model,a 5 (kc*/ c)s 2 1. The
IRS model treats the relative number of varie-
ties produced in each country,n/n*, as an en-
dogenous variable. In a zero-profit equilibrium,
the producer prices in each country are driven to
average cost. This implies domestic and foreign
firms will produce outputs of

(17) q 5
~s 2 1!F

c
and

q* 5
~s 2 1!F*

c*
,

whereF andF* are fixed costs. Combining this
result with the price equation, we find thatV 5
npq 5 nsF and V* 5 n* sF*. We assume
equal fixed costs in the two countries. This
allows us to express the relative number of
varieties manufactured in terms of the output
share, shr(V):

(18) n/n* 5 V/V* 5 shr~V!/@1 2 shr~V!#.

Substituting this equality into equation (14) and
rearranging yields

(19) shr~V! 5
~b2 2 1!

~b 2 a!~b 2 1/a!
shr~E!

2
1

ab 2 1
.

Observe that whena 5 1 (marginal costs of
production are equal and there are no common
preference for either Canadian- or U.S.-
produced varieties) the expression for the slope
simplifies to (b 1 1)/(b 2 1).

There are several important contrasts be-
tween this relationship and the one predicted by
the national product differentiation model. First,
the slope of the function is greater than 1. This
means increases in demand shares cause output
shares to rise on a more than one-for-one basis.
Moreover, there will be a critical home expen-
diture share that causes the disappearance of the
production in the home industry. Similarly, suf-
ficiently large values of shr(E) will lead to
shr(V) 5 1. In the intermediate range, produc-
tion shares are a linear function of demand
shares. Finally, a reduction in trade barriers,
will increase the slope of the equation, implying
that home market size matters more when trade
barriers are lower.

Figure 3 summarizes the contrasting predic-
tions of the national product differentiation and
increasing returns models. The figure plots the
share equations for the case ofa 5 1. The slope
of the lines depicting the linear relationship
between the share of output and the share of
demand for each model are drawn for two val-
ues ofb. The solid lines correspond tob 5 20,
which is the median value ofbit in the first year
of the sample, whereas the dashed lines are for
b 5 11, the median value in the last year. The
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figure plots the range of shr(E) between 0 and
0.5, thereby representing small-country output
and expenditures. The slope exceeds 1 for IRS
and is less than 1 for NPD. The IRS model
exhibits the home market effect—output shares
fall below the 45-degree line, implying small-
country industries are net importers. The NPD
model displays the opposite net export pattern
(reverse home market effects). Under IRS, high
trade barriers dampen advantages associated
with demand share (the slope falls with an in-
crease inb). The opposite occurs in the NPD
model. Correspondingly, the effect of trade bar-
riers on the intercept is opposite in the two
models. As trade barriers become very large
both models predict that output shares will
equal demand shares (i.e., both models have the
45-degree line as a limiting value).

The figure suggests that even industries with
small expenditure shares will have positive out-
put shares in the increasing returns model. The
lowest value of shr(E) where production occurs
in the small country is

shr~E! 5
~b 2 a!

a~b2 2 1!
.

Recall that

a 5 ~kc*/ c!s 2 1 5 @k~b* w* !/~bw!#s 2 1,

wherek exceeding 1 indicates a preference by
consumers for Canadian goods,b and b* are
unit labor requirements, andw andw* are wage

levels. Preferences for Canadian goods, lower
relative wages in Canada, or higher productivity
in Canada will causea to exceed 1. Fora 5 1,
the case of symmetric costs and preferences, the
critical value where shr(V) 5 0 is 0.05 when
b 5 20 and 0.08 whenb 5 11. If a . 1 this
critical value declines.

As all Canadian industries have a demand
share below 0.5, the figure implies that Canada
would either be a net importer in all manufac-
turing industries (increasing returns model) or a
net exporter (national product differentiation
model). The prediction of net export patterns
across industries changes whena deviates from
1. If a exceeds 1, the lines relating the share of
output and the share of demand in Figure 3 will
shift up. In the IRS model, the line steepens as
it shifts up, whereas it flattens in the NPD
model. Equations (15) and (19) define values of
a that make the intersection of the 45-degree
line and the share relationship occur at shr(E)
equal to 0.1 (roughly Canada’s share of com-
bined U.S. and Canadian GNP). Assuming that
b is equal to the median value for industries in
our sample of 14.7, these values ofa are 2.21
and 0.30 for the IRS and NPD models. In the
IRS model with these parameters, industries
with shr(E) . 0.1 are net exporters and indus-
tries where shr(E) , 0.1 are net importers.7

The opposite net export pattern would obtain for
NPD. Deviations ofa from 1, however, will not
affect the basic differences between the models
in terms of the slope being greater or less than
1, the intercept being positive or negative, or the
sensitivity of the slope to differences in tariff
levels.

The endogeneity of the location of each va-
riety in the increasing returns model is based on
a zero-profit condition that may not be a good
approximation of entry and exit behavior over
relatively short periods like the six-year time
span we employ in this paper. For this reason

7 The result that relatively large industries in a small
country can be net export industries is established in Weder
(1995). He extends Krugman’s (1980) model to consider
exogenous differences in country size (labor forces) as well
as in preferences across two classes of differentiated goods.
He shows that exchange rate adjustments will allow a each
country to be a net exporter in one industry and a net
importer in the other industry with overall trade balanced
trade.

FIGURE 3. PREDICTIONS OF THEINCREASING RETURNS AND

NATIONAL PRODUCT DIFFERENTIATION MODELS
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we believe it is also worth considering the
“short-run” version of the IRS model. In that
casen and n* are determined by the initial
long-run equilibrium described by equations
(18) and (19). In the short run,n and n* are
fixed and do not respond to changes in demand
or tariffs. This short-run IRS model shares two
of the main features of the NPD model: the
slope of the line relating a change in demand
share to a change in output share is less than 1
and this slope is an increasing function of the
level of trade barriers. Unlike NPD, however,
the intercept and slopes of the IRS model in the
short run are functions of the initial value of
n/n*. This feature leads to systematic differ-
ences in the predicted responses of different
industries to tariff changes.

Before we proceed with the formal regression
analysis, we note that the values ofb calculated
in the previous section offer predictions for the
slope of the regression line relating output
shares and demand shares. In the increasing
returns model witha 5 1 (symmetric costs and
preferences), the slope equals (b 1 1)/(b 2 1).
For the median value ofb in our sample, the
IRS model predicts the average slope across our
industries should be 1.15. In the case of the
NPD model witha 5 1, the slope is just the
reciprocal: (b 2 1)/(b 1 1). Thus, in this
model our estimates ofb imply slopes of 0.87
for the average industry. These calculations in-
dicate that, because of the large values of border
effects we have estimated for most Canadian
manufacturing industries, we expect the esti-
mated slope of the share equation to be fairly
close to 1 in either model.

We test the predictions of the models with
regression analysis using our six-year panel of
3-digit industries. We identify relationships
based on two sources of variation in our data:
across industries (between variation) and across
time (within variation). Between estimation re-
duces the observations to one per industry by
computing average values across time for each
industry. We conduct within estimation by in-
cluding industry fixed effects. In this specifica-
tion, we also add year dummies to capture
changes in the macroeconomic environment
that have a common influence on industries.
The existing empirical literature estimates are
based on cross-sectional data (Davis and Wein-
stein, 1998, 1999; Feenstra et al., 1998; Trion-

fetti, 1998) or pooled time-series, cross-
sectional data (Weder, 1998). The use of within
estimates is unique to this study.8

We begin by reporting the basic bivariate
regression results relating production shares
[shr(V)] to demand shares [shr(E)]. In addition
to shipments as a measure of output, we also
consider employment and value added in our
first set of results. As discussed in the Data
Appendix, we subtract exports to the rest of the
world from shipments to derive a measure of
shipments destined for the North American
market. Unfortunately, because exports are not
measured in employment or value added terms,
we cannot do this adjustment for these two
measures of output. Thus, we will focus on the
shipment share variable and consider employ-
ment and value added only in the bivariate
regressions as a robustness check.

Table 2 shows that the results for all three
variables are extremely sensitive to the source
of variation used for identifying the coefficients.
The first three columns display the between
results and the second three columns the within
results. The between estimates yield slopes of
1.128, 1.007, and 1.133 for the share of ship-
ments, value added, and employment as the
dependent variable. The intercept estimates in
the between regression are negative in two of
the three cases. Thus, the between results are
generally consistent with the increasing returns
model that predicts a slope exceeding 1 and a
negative intercept. In the shipment share regres-
sion, the slope estimate is significantly greater
than 1 at the 10-percent level and the intercept
is significantly less than 0 at the 10-percent
level. The slope and intercept estimates in the
other two specifications are not significantly
different from 1 or 0. Moreover, the slope esti-
mates are close to the 1.15 we expected under
IRS based on the median value ofb in our
sample.

The within regression yields estimates that
are precisely reversed from the between esti-
mates and support the national product differ-
entiation model: the intercept is positive and the
slope less than 1 in all cases. In the case of

8 We opt not to report ordinary least-squares or random-
effects regressions, both of which generate estimates that
are weighted averages of between and within estimates.
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shipments as the dependent variable, the slope
is estimated to equal 0.836, which is also very
similar to what we expected based on our me-
dianb in the case of NPD. The slope estimate is
much lower for value added and employment as
the dependent variable. The significance levels
of the fixed-effect regression estimates are
higher than those of the between regressions,
partly because of the greater number of obser-
vations in the former.

There are a number of reasons to interpret the
estimated coefficients with caution. The match-
ing of Canadian and U.S. industries and indus-
tries to trade data will generate concordance
errors that can cause output shares to be corre-
lated with expenditures shares. Because expen-
diture shares are calculated directly from
shipments shares, to the extent concordance er-
ror “overstates” Canada’s shipments, it will also
overstate its expenditures. Thus, the between
estimates could be positively biased. This
source of bias is less important for the fixed-
effect estimation, which is based on variation
within each industry. However, there are two
potential sources of bias in the fixed-effect es-
timates. First, within estimation exacerbates
measurement error leading to downward bias.
On the other hand, an industry-specific positive
shock to production will also give rise to a
positive change in expenditure share resulting
from the construction of the data. The bottom
line is that we should be careful not to infer too
much from the regressions in Table 2.

We can subject the models to more demand-
ing tests by considering how tariff levels influ-
ence the slope of the equation. As shown in

Figure 3, these have opposite effects in each
model. To assess the influence of tariffs, we
divide the sample into high and low tariff in-
dustries as well as interact tariff levels with
demand. The first three columns of Table
3 present between results and the second three
columns show within results. In columns (1)
and (2) and columns (4) and (5), the sample is
split at the median tariff level in the six-year
panel data set. As before, the results reveal that
the between results support the increasing re-
turns model and the within results support the
national product differentiation model. In the
between regression, low tariff industries have a
larger slope coefficient than high tariff indus-
tries (1.191 versus 0.965). On the other hand,
the slope estimate based on within variation is
higher for high tariff industries than that for low
tariff industries (0.946 versus 0.717). Columns
(3) and (6) show results when we add the tariff
level and a tariff–demand share interaction
variable. Although the interaction assumes that
tariffs have a linear effect on the slope, whereas
the model indicates a nonlinear effect, it allows
us to test whether tariffs have a significant in-
fluence on the slope of demand share. The signs
of the interaction variable have the signs we
would expect based on the results when we split
the sample. In the case of the between estimates,
the tariff level enters positively, whereas the
interaction variable is negative. For the within
estimates, tariffs have a negative sign and the
interaction is positive. Thus, again the results of
each estimation technique accord with one
model or the other. The within estimates, how-
ever, yield more significant estimates of the

TABLE 2—PRODUCTION SHARES AND DEMAND SHARES

Method

Between estimates Within estimates

(1) (2) (3) (4) (5) (6)

Dependent variable shr(V) shr(VA) shr(emp) shr(V) shr(VA) shr(emp)
Intercept 20.011 20.008 0.003 0.015 0.033 0.079

(0.007) (0.009) (0.011) (0.002) (0.004) (0.003)
shr(E) 1.128 1.007 1.133 0.836 0.590 0.310

(0.069) (0.089) (0.111) (0.019) (0.038) (0.033)
1995 0.000 20.006 20.006

(0.001) (0.001) (0.001)
N 106 106 106 615 615 615
R2 0.721 0.549 0.502 0.854 0.526 0.322
RMSE 0.028 0.036 0.044 0.005 0.009 0.008

Note: Standard errors are in parentheses.
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effects of tariffs and tariffs interacted with de-
mand share.

A concern about the specification is the pos-
sible endogeneity of the demand share variable.
Our models assume the expenditure share is
exogenous which would be the case when the
upper tier utility function is Cobb–Douglas.
However, there may be features of industries
that cause both shipments and demand to be
high or low. One case where this may occur is
when factor prices vary across countries and
factor intensities vary across industries. Low
prices for factors used intensively in the pro-
duction of an industry’s goods may translate to
high output and high demand. Whether expen-
ditures on an industry’s goods rise when prices
are low depends on the price elasticity of
demand—if the elasticity exceeds 1, expendi-
tures will rise with a fall in prices. In this case,
there may be a positive relationship between
output and expenditures that arises because of
endogeneity. This concern is not worrisome in
the within regressions, which control for fixed
industry effects. It may, however, cause a pos-
itive bias in the between estimates. In Table
4 we examine the robustness of our between
results to differences in factor abundance.

We begin by postulating that the distribution
of factor endowments in North America deter-
mines the distribution of output shares for two-
digit SIC industries. Given that distribution,
deviations of three-digit industry shares from

the two-digit shares are explained by deviations
of demand shares from the two-digit share as
well as tariff levels.9 The first two columns of
Table 4 portray between results when we recon-
struct the output share and demand share vari-
ables as deviations. The results displayed in
these columns reveal that the slope is robust to
this new calculation of output share and demand
share. In the bivariate regression, the slope
equals 1.129, which is almost identical to the
1.128 estimate shown in Table 2. Likewise,
column (2) results mirror those in the corre-
sponding regression [column (3) in Table
3]: higher demand shares raise shipment
shares more than proportionately but tariffs
moderate this effect. These results indicate that
our previous results are not simply an artifact
of correlation between demand shares and
unobserved factor endowments at the two-digit
SIC level.

The last two columns of the table add a
measure of Canadian cost advantage, natural
resource intensity. This variable is the share of
natural resource (forestry, fishing, agriculture,
mining, and energy) inputs in production. We
assume that Canada has a comparative advan-
tage in industries that use natural resources in-

9 We employ this specification in part because of its
similarity to the approach taken in the papers cited above by
Davis and Weinstein. In each of their papers, differences
with respect to a more aggregated industry are analyzed.

TABLE 3—TARIFFS AND THE PRODUCTION–DEMAND SHARE RELATIONSHIP

Method

Between estimates Within estimates

(1) (2) (3) (4) (5) (6)

Tariffs High Low High Low
Intercept 20.004 20.014 20.017 20.001 0.031 0.018

(0.004) (0.008) (0.009) (0.002) (0.004) (0.002)
shr(E) 0.965 1.191 1.270 0.946 0.717 0.813

(0.044) (0.088) (0.098) (0.019) (0.039) (0.022)
TAR 0.174 20.089

(0.257) (0.043)
shr(E) z TAR 24.647 0.713

(2.484) (0.306)
1995 0.000 20.001 20.001

(0.001) (0.002) (0.001)
N 83 83 106 309 306 615
R2 0.856 0.695 0.744 0.945 0.712 0.856
RMSE 0.015 0.031 0.027 0.003 0.006 0.005

Notes:Standard errors are in parentheses. Dependent variable: shipments share. High corresponds to industries with tariff
levels exceeding 2 percent.
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tensively. Thus, this variable should have a
positive effect on Canada’s shipment share.10

Column (3) indicates that this variable does
have a positive effect in the between regression
and it is significant at the 5-percent level. The
intercept is estimated to be negative and signif-
icant at the 5-percent level in this specification.
When we add tariffs and tariffs interacted with
the expenditure share, column (4) reveals that
the addition of natural resource intensity advan-
tage has little effect on the coefficients estimated
in the absence of this variable. Overall, the results
contained in Table 4 indicate that incorporating
comparative advantage considerations does not
affect the signs and significance of the estimates
obtained from the previous regressions.

Thus far we have seen that the between re-
sults are consistent with the increasing returns
model, whereas the within results support our
national product differentiation model. More-
over, the between results are robust to our con-
trols for differences in factor abundance. Recall
that the NPD predictions for the slope are equiv-
alent to those of the IRS model when the num-
ber of firms is fixed. Thus, one way to reconcile
these seemingly opposite results is the between
estimates reflect a long-run equilibrium and the
within results reflect what happens to the output

share when demand changes in the short-run
when the number of firms remains fixed. When
interpreted this way, the results support the IRS
model while indicating that adjustment to the
long-run equilibrium is not immediate. These
considerations indicate we need to devise a test
that distinguishes the NPD model for both the
long-run and short-run versions of the IRS
model. One such test is to consider how output
share responses to tariff changes differ across
industries with high and low shares of demand.

In both models trade liberalization should
reinforce existing net export patterns; that is, a
country with a disproportionate share of pro-
duction relative to its share of demand in an
industry (a net export industry) should have its
share of output increase when trade barriers are
lowered. In the increasing returns model, these
industries will be those with high demand
shares (the home market effect) and they should
be low demand share industries under national
product differentiation. In the case of the short-
run IRS model where firm entry and exit does
not occur in response to tariff changes or
changes in demand shares, trade liberalization
will also magnify existing net export patterns.
As long as prior to the round of trade liberal-
ization high demand share industries are net
exporters (the central prediction of the IRS
model), a reduction in trade barriers will raise
the output share of these industries in the short-
run IRS model.

10 Davis and Weinstein (1998, 1999) add a vector of
factors to control for factor abundance.

TABLE 4—FACTOR ABUNDANCE AND THE PRODUCTION–DEMAND SHARE RELATIONSHIP

(1) (2) (3) (4)

Dependent variable shr(V)a shr(V)a shr(V) shr(V)
Intercept 20.005 20.004 20.014 20.019

(0.003) (0.004) (0.007) (0.009)
shr(E) 1.129 1.253 1.112 1.242

(0.066) (0.097) (0.068) (0.098)
shr(E) z TAR 24.213 24.135

(2.494) (2.476)
TAR 20.016 0.168

(0.109) (0.255)
Resource intensity 0.046 0.034

(0.019) (0.019)
N 106 106 106 106
R2 0.739 0.748 0.735 0.752
RMSE 0.025 0.025 0.027 0.026

Note: Standard errors are in parentheses.
a Columns (1) and (2) express shr(V) and shr(E) as deviations from the two-digit industry

shares. All coefficients are between estimates.
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Figure 4 demonstrates the differential effects
of a decrease in trade barriers on industries with
different levels of demand share [shr(E)] for
each of the models—the long-run and short-run
increasing returns models and the national prod-
uct differentiation model. The figure plots the
change in output share against levels of shr(E)
when the border effectb falls from 20 to 11.11

We confine the range of shr(E) to values that
are consistent with positive production in both
countries in the IRS model. We consider the
case ofa 5 1 (symmetric costs and prefer-
ences). For the short-run IRS model, we start
with the relative number of firms implied by a
free entry equilibrium when the border effect is
20. We then lower the border effect, holding the
number of firms constant. Under NPD, lower
tariffs increase the output share of small de-
mand share industries but decrease the output
share of high demand industries. Both the long-
run and short-run versions of the IRS models
display the opposite pattern. The effects are
smaller in the short run because of the inability
of the relative number of firms to adjust. The
level of shr(E) where the change in output share
equals zero corresponds to an industry with
balanced trade. In this exercise, this occurs at
shr(E) 5 0.5 as a result of symmetry. As noted
previously, deviations ofa from 1 resulting
from differences across the two countries in

wages, productivity, or the quality of goods,
will shift the critical level of shr(E) that leads to
balanced trade.

The preceding analysis indicates that we can
discriminate between the models by examining
how output responds to tariff changes for indus-
tries with high and low shares of demand. We
implement this test by estimating regressions
where the change in an industry’s share of out-
put is a function of the change in its demand
share, the change in the level of trade barriers,
and the change in trade barriers interacted with
the industry’s share of demand. The coefficients
on the last two variables will indicate differen-
tial effects of trade barriers across industries
with different demand shares. In the case of
national product differentiation, we expect a
negative coefficient on the change in the level of
trade barriers variable (higher trade barriers
harm industries with small demand shares) and
a positive coefficient on the interaction variable
(the harmful effect of higher trade barriers dis-
sipates as the demand share increases). The
opposite pattern would emerge from the long-
run increasing returns model. In the short-run
version of this model, the coefficient on the
variable measuring the (noninteracted) change
in tariffs should be positive. The nonmonotonic
relationship between demand share and the
change in the output share that is apparent in the
figure suggests we cannot be certain of the sign
of the interaction term in the short-run IRS
model.

We consider two basic measures of trade
liberalization. First, changes in tariff levels for
which we have industry-specific data. Second,
changes in nontariff barriers (NTB’s) which we
compute based on estimates ofb [equation (8)]
and its decomposition into NTB’s and tariff
components [equation (9)]. We consider both
industry-level estimates of NTB’s as well as the
average across manufacturing reported in col-
umn (4) of Table 1.

We calculate the changes in the variables as
deviations from the industry mean. This speci-
fication resembles the industry fixed effect
method with one crucial difference—the change
in a trade barrier (such as tariffs) is interacted
with the level of shr(E). Thus, the interaction
identifies systematic differencesbetweenindus-
tries in how changes in trade barriers affect
changes in output shareswithin industries.

11 These are the border effects for the median industry in
the first and last years of our sample.

FIGURE 4. CONSEQUENCES OF ATRADE LIBERALIZATION IN

THE INCREASING RETURNS (IRS) AND NATIONAL PRODUCT

DIFFERENTIATION (NPD) MODELS

872 THE AMERICAN ECONOMIC REVIEW SEPTEMBER 2001



Column (1) of Table 5 reports results when we
use the first measure of trade barriers—the change
in the tariff level. The coefficient on tariff changes
enters negatively, whereas the coefficient on tariff
changes interacted with demand share is positive.
They are significant at the 10-percent and 5-
percent levels, respectively. The coefficients on
these variables indicate that the critical demand
share where an industry’s output share is unaf-
fected by tariff changes is 0.108 (0.074/0.684).
These results support the national product differ-
entiation model: tariff reductions increase (de-
crease) the output share of industry’s with small
(large) demand shares. In columns (2) and (3) we
specify barriers to be the changes in NTB’s. Col-
umn (2) reports regressions that use our industry-
specific measure of NTB’s and the results for
these variables are insignificant. However, when
we use the average level of NTB’s across manu-
facturing, the estimates in column (3) provide
further support for the NPD model. Again, the
negative coefficient estimate for changes in trade
barriers and the positive coefficient for its interac-
tion with demand share indicate that tariff reduc-
tions benefited low demand share industries
relative to high demand share industries. More-
over, the coefficient estimates are similar to those
displayed in column (1). The last column of the
table shows results when we consider barriers to
be the sum of tariffs and (average) nontariff bar-
riers. The results are consistent with those in col-
umns (1) and (3).12 Overall, it is clear that the
trade liberalization that occurred over the period
favored Canadian industries with small demand
shares over industries with large demand shares.
These findings are consistent with the NPD
model.

IV. Conclusion

We have proposed increasing returns and na-
tional product differentiation models as alterna-

tive models of trade in manufactures between
Canada and the United States. In both models
there is intraindustry trade because, within each
industry, the countries specialize in different
products. We showed that the two models are
special cases of the same underlying preference
structure. As a consequence, they give rise to
the same methodology for identifying the mag-
nitude of trade barriers and the elasticity of
substitution between products. Data on output,
domestic absorption, and tariffs for 106 three-
digit U.S. and Canadian industries enabled us to
estimate the border impediment biasing con-
sumption toward goods produced at home and
decompose it into tariff and nontariff terms. We
estimate that the tariff equivalent of nontariff
barriers between Canada and the United States
to have declined over time but it still exceeded
27 percent in 1995. The elasticity of substitution
implied by tariff effects on trade is large but in
line with recent estimates of other researchers.

Both the increasing returns and national prod-
uct differentiation models predict a linear relation-
ship between a country’s share of total production
in an industry and its share of expenditures. The
two models differ in one key assumption and that
generates a number of predictions that we are able

12 We tried adding both changes in average NTB’s and
industry tariffs along with their interactions with demand
shares in the same regression. In this specification only one
liberalization variable is significant—changes in NTB’s in-
teracted with demand share. Apparently, the high level of
multicollinearity between NTB changes and tariff changes
(correlation of 0.81) makes it impossible to discern separate
effects of reductions in tariffs and reductions in nontariff
barriers.

TABLE 5—PRODUCTION SHARES AND TRADE

LIBERALIZATION

(1) (2) (3) (4)

Intercept 0.001 0.001 0.000 0.000
(0.001) (0.000) (0.000) (0.000)

shr(E) [demeaned] 0.833 0.828 0.839 0.843
(0.018) (0.018) (0.017) (0.017)

Barriera 20.074 0.004 20.041 20.027
(0.039) (0.006) (0.018) (0.012)

Barrier z shr(E) 0.684 0.092 0.575 0.356
(0.323) (0.083) (0.182) (0.121)

1995 20.001 0.000
(0.001) (0.001)

N 615 615 615 615
R2 0.855 0.858 0.853 0.852
RMSE 0.004 0.004 0.004 0.004

Notes:Standard errors are in parentheses. Dependent vari-
able: shipments share [demeaned].

a Each column employs a different measure of barrier
reflecting changes in trade barriers: industry-level tariffs in
column (1); industry-specific NTB’s in column (2), average
(across all industry) NTB’s in column (3), and the sum of
tariffs and average NTB’s in column (4).

* Denotes significance at the 5-percent level.
** Denotes significance at the 10-percent level.
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to test. In the IRS model, a reallocation of demand
from one country to another influences where
each variety is produced. In contrast, our NPD
model takes the location where each product va-
riety is produced as exogenous. As a result the
models differ in terms of the relationship between
output shares and expenditure shares and the sen-
sitivity of this relationship to tariffs.

We find that estimates of the slope of the line
relating a country’s share of output to its share
of demand depend on the estimation technique.
Those based on variation between industries
support the increasing returns model. This result
is consistent with the findings of Davis and
Weinstein (1998, 1999) and Weder (1998) as
well as those of Feenstra et al. (1998) for the
case of differentiated goods. In contrast, our
estimates based on within variation support the
national product differentiation model. One po-
tential reconciliation of the contrasting between
and within estimates is that the within results
reflect the short-run case of the IRS model when
the number of firms does not adjust. We find,
however, that reductions in tariff and nontariff
barriers that occurred over the period 1990–
1995 harmed large-demand industries relative
to those with small demand shares. This evi-
dence supports the NPD model and conflicts
with both the long-run and short-run versions of
the IRS model. Thus, the preponderance of ev-
idence indicates that reverse home market ef-
fects characterize manufacturing industries in
Canada and the United States.

DATA APPENDIX

Industry Canada provided U.S. and Canadian
shipment, employment, value added, and trade
data classified according to Canadian SICs.
These data are graphically depicted on their
website (strategis.ic.gc.ca). We aggregate their
four-digit industry data to the three-digit level.
To maintain consistency with our two-country
model, we confine analysis to goods that are
produced in North America (Canada and the
United States) and purchased by North Ameri-
can consumers. Canadian expenditures on
North American goods consist of purchases of
Canadian goods (Canadian shipments minus
Canadian world exports) plus imports from the
United States. Likewise, U.S. expenditures on
North American goods are purchases of U.S.

goods (U.S. shipments minus U.S. world ex-
ports) plus imports from Canada. We measure
Canadian shipments to North America as Cana-
dian total shipments minus Canadian exports to
non-U.S. destinations. Correspondingly, U.S.
shipments are U.S. total shipments minus U.S.
exports to non-Canadian destinations. These
data form the basis for our construction of
shr(V) and shr(E). Canadian producers’ share
of the Canadian market for North American
goodsx is the Canadian good share (Canadian
total shipments minus Canadian world exports)
of Canadian expenditures on North American
goods. We definex* analogously. In cases
where we use value added share and employ-
ment share as measures of output share (Table
2), we construct shr(V) as the Canadian level
divided by the sum of the Canadian and U.S.
level.

It should be noted that variation in production
shares may arise from errors in the concordance
between the original U.S. and Canadian indus-
tries. The Industry Canada data aggregates five-
digit U.S. industries into the corresponding
four-digit Canadian industry. In some cases, the
match appears to be rough. Aggregating to
three-digit industries removes the most serious
cases of concordance mismatch. In addition,
three types of errors may emerge matching in-
dustry data to trade data. First, the manufactur-
ing census attributes all of an establishment’s
sales to a single SIC (according to its main
product), whereas customs records the product
category for each good that is traded. Second,
there may be a difference between the year of
production and the year of export. Third, valu-
ation methods in the census and in customs may
differ. We omit 20 observations where the data
show Canada exporting more than it produces to
obtain a panel of 106 manufacturing industries
with a total of 615 valid observations.

Tariffs (TAR) are measured as follows. John
Lester and Tony Morehen (1987) provide 1987
industry-level tariffs for Canada and the United
States. We created a single tariff to reflect the
average protectionist tendency of each industry.
It weights the tariffs of the United States and
Canada by the respective shares of their exports
in bilateral trade in the industry. Thus, if most
trade flows from Canada to the United States,
then the American tariff receives greater weight
in the average. The trade-weighted average tar-
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iff (TAR) is highly correlated (0.88) with both
country’s tariffs. To obtain tariff levels for years
subsequent to 1987, we used information from
the Canada–U.S. Free Trade Agreement. For
each Canadian industry we assigned a tariff
staging category. We did this by using a con-
cordance between Canadian SICs and the Har-
monized System commodity classifications,
which formed the basis of the tariff reduction
agreement. Usually each industry corresponds
to one of three staging categories (A, B, or C)
representing whether tariffs were to be phased
out immediately, over a five-year period, or
over a ten-year period. In cases where an indus-
try comprised commodities with different stag-
ing categories, we took the simple average.

The share of natural resource (forestry, fish-
ing, agriculture, mining, and energy) inputs in
production is derived from Input–Output Matrix
information available at the two-digit SIC level
in Statistics Canada (1988).
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