
CLIP: A Visual Thinking Space to Support Collaborative
Sensemaking and Reasoning ∗

Narges Mahyar
University of Victoria

Department of Computer Science
nmahyar@uvic.ca

Melanie Tory
University of Victoria

Department of Computer Science
mtory@uvic.ca

ABSTRACT
We explore how linked common work (LCW) can be em-
ployed within a ‘collaborative thinking space’, to support
synchronous collaborative sensemaking in Visual Analytics.
Collaborative thinking spaces provide an environment for
analysts to record, organize, share and connect results. Our
tool, CLIP, extends earlier thinking spaces by integrating
LCW features that reveal relationships between collabora-
tors’ findings. Collaborators’ externalizations can be in-
tegrated into a single view, with each person’s contribu-
tions identified using colour coding. Results of a user study
demonstrated that LCW in CLIP significantly improved an-
alytic outcomes at a collaborative intelligence task.
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1. INTRODUCTION
When a group of analysts investigate data, they go through

an iterative process to generate and evaluate hypotheses,
find evidence, and share findings amongst members of the
investigative team. This is known as the sensemaking pro-
cess. Collaborative visual analytics tools can facilitate this
process by enabling team members to record, organize and
share their results [2, 7, 10,17].

Our research explores the use of linked common work(LCW)
to facilitate synchronous collaborative sensemaking. With
LCW, common work elements such as similar findings are
automatically discovered, linked, and visually shared among
the group. We built this technique within a ‘collabora-
tive thinking space’ that enables analysts to record, orga-
nize and schematize their externalizations (e.g., notes rep-
resenting findings and hypotheses). LCW reveals similar-
ities in people’s externalizations, enabling analysts to ac-
quire awareness of each other’s findings, hypotheses, and
evidence. Moreover, each individual analyst can review and
merge others’ work from within his/her work space. Our
results demonstrate that applying LCW to externalizations,
and providing the ability to integrate collaborators’ findings
together within one view, noticeably improve team aware-
ness, coordination, communication, and analytic outcomes.

Recently there has been a growth of tools to support var-
ious aspects of the sensemaking process. Sensemaking has
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been described as involving two iterative loops [14]: the in-
formation foraging loop involves searching, reading, filtering,
and extracting information, whereas the sensemaking loop
involves iteratively developing a mental model, forming and
evaluating hypotheses, and publishing the results. Tool sup-
port is needed to help analysts with both of these phases.
For individual work, many tools have been developed to
support both phases of sensemaking (e.g., [1, 8, 18]). In
contrast, for collaborative sensemaking much less has been
done, and most tools that do exist focus on the information
foraging loop [9] or asynchronous collaboration [3,17]. Most
notably, Cambiera [9] introduced the concept of collabora-
tive brushing and linking as a way of maintaining awareness
of a collaborator’s information foraging activities.

The notion of LCW closely resembles collaborative brush-
ing and linking [9] in which actions of one collaborator on a
visualization are visible to other collaborators through their
own views. However, collaborative brushing and linking was
only applied to search queries and retrieved documents and
did not cover externalizations. It also focused on supporting
only information foraging. In contrast, our work facilitates
later stages of the collaborative sensemaking process (i.e.,
the sensemaking loop), by applying the linking concept to
people’s externalizations.

Here we describe the design and implementation of CLIP,
a collaborative visual thinking space. CLIP allows analysts
to record their findings in the form of a node-link graph
and timeline, add supporting evidence, and add free form
text to record hypotheses, questions, to-do-list, etc. Most
importantly, CLIP incorporates LCW to relate and integrate
the findings of different collaborators. In this paper we focus
on CLIP’s design. However, we have also conducted a user
study to evaluate CLIP’s LCW features; results of the study
demonstrated that LCW can lead to more effective group
coordination and better analytic outcomes.

2. RELATED WORK
Here we summarize guidelines on how to support collabo-

rative sensemaking, and how those relate to CLIP’s design.

2.1 Record-keeping and Schematizing
Mahyar et al. [12] demonstrated the critical importance

of record-keeping during collaborative analysis, and the lack
of support for this process in current visualization tools.
Schematizing results is also known to be important [4,10]; in
other words, results need to be organized into structured for-
mats such as timelines, spreadsheets, and networks [4, 10].
We expect that schematizing may be even more criticial
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Figure 1: Screenshot of CLIP. A) Graph pane, to create a network diagram of people, locations, and events,
B) Timeline, to see the timeline of events, C) List of notes, enabling easy review of all notes in one location,
D) Tabs, to see collaborators’ views, E) Merge option, to choose a collaborator’s work to be merged with
your own, F) Evidence cloud, to see the list of evidence and their frequencies.

for collaborative work, since the structure may additionally
help with communication. CLIP therefore includes node-
link graph and timeline schemas for representing findings.

2.2 Workspaces and Awareness
Providing both individual and group workspace enables

collaborators to shift between tightly coupled and loosely
coupled collaborative styles [6, 9, 10]. Various studies have
found that collaboration styles directly affect outcomes (e.g.
[10, 11, 16]). Teams that worked more closely were gener-
ally more successful; however, Kang and Stasko [11] found
that collaboration was loose during information collection
but tight when synthesizing findings. A good collaborative
system, then, should encourage groups towards closer col-
laboration styles when there are relevant findings to be con-
nected, but allow loose collaboration at other times. One
way to encourage closer collaboration is through awareness
mechanisms that provide information about collaborators’
activities and findings. Some of these, such as the tabs in
CoSpaces [13], place each person’s information in a sepa-
rate view. Users must then compare and reconcile different
views, a potentially cumbersome process. People may also
miss relevant changes that are hidden from view.

In contrast, integrating everyone’s information into one
view could cause disruption to individual work as the view
constantly updates. One example system is Cambiera [9],
which provided awareness cues about related searches con-
ducted by a collaborator; these cues encouraged closer col-
laboration. We emphasize that Cambiera did not consider
how collaborative brushing and linking could be applied to
recorded notes and findings. Brennan et al. [2] did imple-
ment a visualization of externalizations and explored differ-

ent ways to merge collaborators’ content. Similarly, CoMo-
tion [5] enabled analysts to simultaneously share views of
data as well as notes. However, neither of these projects
evaluated whether the merged or shared view was helpful to
analysts in practice.

With CLIP, we address the need for individual workspace
plus awareness of others’ work by providing each user with
flexible control over how much of the collaborators’ informa-
tion is shown in their view.

3. SYSTEM DESIGN
CLIP (Figure 1) is designed specifically to support syn-

chronous collaborative intelligence analysis (e.g., solving a
police mystery task). It facilitates analysis by providing a
visual space for recording important entities found (e.g., sus-
picious people, locations, and events). Each recorded entity
can be labeled with a type and attached to a note. To fa-
cilitate same-time collaboration, CLIP supports awareness
through user-controlled sharing of work amongst team mem-
bers. The following sections describe CLIP’s features related
to externalization and awareness support.

3.1 Externalization
CLIP provides a visual space for recording important en-

tities and relationships (Figure 1A). Each recorded entity
becomes a node in a node-link graph. The person who cre-
ated each item is indicated by a unique colour.

Node-link graph: Each node represents an entity and has
six main attributes: text, type, note, image, time-stamp
and evidence list. Text appears in the node (e.g. a name
like George Prado). Type assigns the entity to a category
such as person, event, location, or organization. A Note



can store extra textual information (e.g., “Who else knows
George Prado?”). Based on its content, each note is labeled
by the analyst as a hypothesis, question, finding, or other.
Users can also set a note’s scope to either public or pri-
vate. Image is a picture that can be attached to a node.
Time-stamp associates an entity with a specific date and
time. Evidence list contains the name(s) of documents where
the entity was found. Only the text and at least one evi-
dence document are required for node creation; other node
attributes are optional and can be updated any time.

Figure 2 shows how LCW appears on a node. Node text
is placed in the middle of the circle. A yellow note icon in-
dicates that a note is attached (Figure 2A). If the evidence
list is not empty, segments are drawn on the outside of the
circle, one for each evidence document attached to the node.
These visual cues provide a quick overview of each node. By
default, all notes are placed in the note panel (Figure 1C).
Each note can be closed by the user later. When closed, the
yellow note icon (inside the node within the graph) changes
to red as a visual indication. Users can sort and filter notes
in the note pane based on note type as well as time and
owner. When a node with a Time-stamp attribute is cre-
ated, the system automatically places a box with the node’s
text on the timeline (Figure 1B). Items on the timeline are
ordered chronologically from left to right.

The implementation of CLIP supports full coordination
of all views. When a node is enlarged to view details, the
corresponding note and / or timeline item (if present) are
highlighted by fading out other items, enabling the user to
quickly identify related items. Similarly, selecting a note or
timeline item highlights corresponding items in other views.
Links represent relationships between captured entities. Each
link has three main attributes: text, note and evidence list.
These attributes mirror those of the nodes. Unlike a node’s
evidence list, a link’s evidence list can be null.

Figure 2: Node details. View of a node A) before
and B) after a collaborator creates the same node.
Colour coded segments reveal the common and dif-
ferent evidence. C) Enlarging a node shows details
and also highlights related items in other views, such
as notes, timeline items, and evidence items.

3.2 Awareness Support
To support awareness of collaborators’ activities, instances

of CLIP running on different machines communicate in real-

time. Like Cambiera [9], distinctive colours are used to
distinguish work by different people.

Partial merging: If another user has a node with the same
name, then the local node is changed to notify the user that
there is similar work. To keep changes in the local node sub-
tle and yet noticeable, the only visual alteration is in the ev-
idence list. Evidence lists of the local node and the collabo-
rator’s node are combined, and repeating evidence segments
are stacked up. Figure 2 shows a node“George Prado”before
and after a collaborator adds evidence. The colour of the
local node is green (Figure 2B) and the colour of the collab-
orator is pink. In Figure 2B, the collaborators have two evi-
dence items in common and other evidence identified by only
one person or the other. In addition to changes in the com-
mon node, CLIP automatically combines all the notes to-
gether (ordered chronologically by default).Figure 2C shows
an enlarged node to see more details about evidence.

Tabs: Each tab (Figure 1D) encompasses a view of the
analysis work in another copy of CLIP. Tabs are labeled
with the collaborator’s unique colour and username. This
enables fast recognition of who owns the work within a tab.
Tabs show a node-link layout that is identical to the node-
link layout created by the owner of that information.

Full merging: Figure 1 depicts an example of a fully merged
view. The merged design enables the viewer to easily gain
an understanding of how their collaborators’ work relates
to their own (e.g., what entities their collaborators are in-
terested in and why, and what evidence they have found).
Figure 1E is a list of collaborators’ names that can be used
to decide whose work to merge with your own. Checking
the box next to a collaborator’s name merges all of the col-
laborator’s work into the local view. CLIP re-computes the
graph layout and unites nodes with the same name. The
primary user’s layout is maintained as much as possible in
order to preserve their mental map.

3.3 Implementation Details
Concurrently running instances of CLIP communicate us-

ing a peer-to-peer protocol. Changes by any collaborator
are broadcasted across the group if a new node or link is
created, or an existing node or link is updated or deleted.
Upon receiving a message, the receiving end: 1) compares
the local version of the collaborator’s work (if existing) and
updates the view accordingly. If a local view does not exist
yet, a new tab is created that will encompass the collabora-
tor’s work. 2) compares the collaborator’s content against
the local content in search of common entities, which are
then merged in the display. In this version, we consider two
entities related if the nodes have the same name.

4. DISCUSSION AND FUTURE WORK
Our research extends earlier work on thinking spaces by

integrating LCW features that reveal relationships between
collaborators’ findings. Results of our user study (not dis-
cussed here because of space limitations) showed that LCW
clearly supported groups in this collaborative sensemaking
task. CLIP groups achieved significantly better scores, co-
ordinated and communicated more effectively, and reported
that they depended on LCW to maintain awareness of each
others’ work. CLIP groups were able to focus their oral com-
munication on coordination activities rather than using oral
communication as a (disruptive) awareness channel.

CLIP is a prototype tool implemented specifically to ex-



plore the benefits of LCW. While it was an effective thinking
space for the intelligence analysis task in our study, addi-
tional work would be needed to extend it for more general
use. To begin with, CLIP aims to support the sensemak-
ing loop, and therefore provides no support for informa-
tion foraging. Combining CLIP with a complementary tool
like Cambiera [9] may be an effective way to support both
phases. We strongly suspect information foraging support
would be crucial when dealing with a larger document set.
Another limitation of CLIP is that it does not automati-
cally identify entities or relationships between documents;
we extracted and encoded these manually as a demonstra-
tion. Many algorithms exist for finding these relationships
automatically. For this reason, we would like to integrate
CLIP’s thinking space and LCW features into a document
analytics tool such as Jigsaw [15] that automatically extracts
entities and relationships from the documents.

It is also not clear how well CLIP’s visual representation
of the thinking space will scale to very large and complex
problems or data sets other than document collections. Dif-
ferent visual representations could be required to support
different types of data and analytical questions. The struc-
tures (e.g., node-link graph) used to organize items may not
scale well even for individuals, and with multiple analysts,
keeping track of collaborators’ changes and updates to such
a large representation may be impossible.

5. CONCLUSION
CLIP demonstrates how linked common work can be em-

ployed within ‘thinking spaces’ to support sensemaking dur-
ing collaborative analytics. LCW can significantly improve
analytic outcomes at a collaborative intelligence task.
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