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Emergency departments (EDs) typically use a triage system to classify patients into priority levels. However, most triage systems do not specify how exactly to route patients across and within the assigned triage levels. Therefore decision makers in EDs often have to use their own discretion to route patients. Also, how patient waiting is perceived and accounted for in ED operations is not clearly understood. In this paper, using patient-level ED visit data, we structurally estimate the waiting cost structure of ED patients as perceived by the decision makers who make ED patient routing decisions. We derive policy implications and make suggestions for improving triage systems.

We analyze the patient routing behaviors of ED decision makers in four EDs in the metro Vancouver, British Columbia area. They all use the Canadian Triage and Acuity Scale (CTAS), which has a wait time-related target service level objective. We propose a general discrete choice framework, consistent with queueing literature, as a tool to analyze prioritization behaviors in multi-class queues under mild assumptions. We find that the decision makers in all four EDs 1) apply a delay-dependent prioritization across different triage levels; 2) have a perceived marginal ED patient waiting cost that is best fit by a piece-wise linear concave function in wait time; 3) generally follow, in the same triage level, the first-come first-served (FCFS) principle, but their adherence to the principle decreases for patients who wait past a certain threshold; and 4) do not use patient-complexity as a major criterion in prioritization decisions.
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1. Introduction

Emergency department (ED) overcrowding has been a prevalent issue for several decades in hospitals around the world (Graff, 1999; Pines et al., 2011). The alarmingly overcrowded status in the United States health care system has been well documented (Derlet and Richards, 2000). Canada, which operates a universal publicly funded health care system, is no exception (Drummond, 2002; Ospina et al., 2007). Overcrowding occurs when demand exceeds available capacity. Given the limited capacity of many EDs, some patients may experience excessive wait times which can be critical, even life threatening (Bernstein et al., 2009). Combined with the fact that many ED patients require immediate service, prioritization of ED patients who are waiting for treatment is critical to the performance of the ED and consequently public health. Hence, most EDs around the world use a resource allocation plan known as “triage”, which provides guidelines for classifying patients into priority groups (triage levels) based on their acuity, urgency, and resource needs. For EDs in Canada, the Canadian Triage and Acuity Scale (CTAS) (Beveridge, 1998) proposes a fractile response objective. As an example, CTAS guidelines state that “95% of triage level-2 patients need to be seen within 15 minutes upon arrival” in addition to the classification guidelines (Table 1). However, some ED physicians view the fractile response as an operationally unreasonable objective, because many EDs across the country are consistently facing high patient volume and operate at high utilization rates. Furthermore, most triage systems, including CTAS, do not provide explicit guidelines on how to route patients within the assigned triage levels. Hence, in practice, ED decision makers often have to use their own discretion in making patient-routing decisions rather than following pre-determined rules such as FCFS within the same triage level and/or strict priority across different triage levels. In fact, we observe from the study data that on average FCFS is violated 39.7% and 52.8% of the time within triage level-2 and 3 respectively, and triage level-3 patients are chosen over triage level-2 patients 57.1% of the time when at least one of each are present in the waiting area. This is an obvious distinction from some other commonly examined service systems. For example, in call centers, a well-studied service setting in the operations management literature, customer routing in most instances follows a given priority rule dictated by the system’s objective. In the context of EDs, understanding the prioritization is especially important, because EDs are often gatekeepers to the entire health care system, and the impact of prioritization can affect crucial operational measures such as ED length-of-stay, which in turn has serious implications to patient outcomes including complication and mortality rates.

The goal of this paper is to empirically infer, from patient-level ED visit data, the waiting cost structure of ED patients waiting for treatment as perceived by the routing decision makers. This allows us to understand how decision makers route patients in ED triage systems, a discretionary multi-class queuing system. We explore this decision in two dimensions, i.e., first within the same
triage level and next across different triage levels. We study how the ED decision makers account for patient waiting in the Canadian health system and relate their routing behavior to the policy design of CTAS. Understanding the ED decision makers’ perceived waiting cost can benefit both local ED management and global triage policy designs, including CTAS and other triage systems. Moreover, ED administrators can compare the waiting cost perceived in practice with social, clinical, or ethical (such as fairness) expectations, and revise the current operation guidelines if needed. If the current operations meet expectations, policy designers can use them as benchmarks for improving the operations in other EDs. Otherwise, by identifying existing issues in the current practice, the policy designer can better determine the future direction for policy refinement.

We study the ED decision makers’ patient-routing behavior in over 186,000 ED patient admissions from April 2013 to November 2014 in the four largest EDs in the metro Vancouver, British Columbia area. We model the ED in which patients are waiting to see a physician, as a multi-class queueing system and investigate how decision makers choose which patient gets to be seen by the next available physician. We observe a few important properties of this queueing system. With those properties, the ED decision makers’ routing behavior follows the generalized $c\mu$-rule proposed by Van Mieghem (1995). We estimate the decision makers’ perceived ED patient marginal waiting cost (i.e., the extra cost of waiting for another minute) from the observed routing decisions using a discrete choice framework (McFadden 1973). Our framework also allows us to test whether, in order to improve ED operations, the decision makers incorporate patients’ complexity information into their patient routing decisions, which has been suggested by Saghaian et al. (2014). By estimating the cost functions, we find that the routing decisions have the following features, which are robust for all four EDs we studied:

1. The ED decision makers’ patient-routing behavior is best fit by a piece-wise linear concave marginal waiting cost function for each triage level. In particular, we find that the marginal waiting cost has a significantly positive slope below the point where the slope changes (break-point) but is nearly constant above the break-point for most triage levels. The order of estimated break-points across triage levels is identical to the order of CTAS triage-level target wait times, and the estimated break-point values are close to the target wait times. This implies that the CTAS fractile

<table>
<thead>
<tr>
<th>CTAS score (Triage level)</th>
<th>Triage acuity</th>
<th>Target wait time</th>
<th>Fractile response objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Resuscitation</td>
<td>Immediately</td>
<td>98%</td>
</tr>
<tr>
<td>2</td>
<td>Emergent</td>
<td>15 minutes</td>
<td>95%</td>
</tr>
<tr>
<td>3</td>
<td>Urgent</td>
<td>30 minutes</td>
<td>90%</td>
</tr>
<tr>
<td>4</td>
<td>Less urgent</td>
<td>60 minutes</td>
<td>85%</td>
</tr>
<tr>
<td>5</td>
<td>Non-urgent</td>
<td>120 minutes</td>
<td>80%</td>
</tr>
</tbody>
</table>
response objective may be one of the drivers for the flattening in marginal cost curves. The shape of the marginal waiting cost function implies the next two features.

2. Routing behavior within triage levels: ED decision makers generally follow the FCFS principle within the same triage level but their adherence to FCFS decreases among patients who wait past a certain threshold (break-point).

3. Routing behavior across triage levels: ED decision makers apply a delay-dependent prioritization (also called dynamic prioritization by Jackson (1960)) across different triage levels in the respective patients’ wait times. Generally, higher triage-level (e.g., triage level-2) patients receive priority over lower triage-level (e.g., triage level-3) patients. However, a lower triage-level patient who has waited longer can be prioritized over a higher triage-level patient who has waited less time.

4. Overall, there is no strong evidence that current ED patient routing is based on the service (treatment) time of a patient anticipated by the decision maker.

The above findings have important implications for designing prioritization rules in ED triage systems. First, our work points out an important but debatable consequence of the CTAS objective: among patients who have waited past a certain target, those who have waited longer may not receive extra priority, which at the least, does not meet the conventional fairness standard of FCFS (Iserson and Moskop 2007). In other words, the CTAS target wait time structure may lead to unjustifiably prolonged waits for some patients. This is an interesting behavioral observation, as the CTAS, despite being well-advocated in the Canadian medical community, was not imposed by strict adherence rules nor penalty mechanisms in any of the four study EDs. Second, we find that the decision makers apply a delay-dependent prioritization across triage levels. Evidence of a sophisticated prioritization behavior in practice suggests that it would be worthwhile to explore implementing such prioritization rules into triage system guidelines. We highlight the need to consider not just the assigned patient’s triage level but also her actual wait time in routing decisions. Finally, given that the current prioritization may depend solely on the urgency (wait time) of a patient but not on the complexity of service (treatment time), we believe that ED operations can be improved by incorporating both the complexity and urgency information of the patients into the routing decisions. Doing that may require the involvement of physicians in the prioritization decisions as physicians generally have better knowledge about the complexity of patient treatment process than non-physician decision makers.

While our empirical findings apply immediately to ED operations, our proposed structural estimation framework can analyze prioritization behaviors in other service systems which share the following features with EDs: 1) The service provider’s objective is not driven by revenue or other explicit measurements but by less definable goals, for example, social welfare; 2) Prioritization
guidelines are either absent or not detailed enough due to the complexity of the system so that the service providers have to rely on their own discretion when making prioritization decisions. Extensive examples exist in the public sector: government offices, non-profit hospitals and public health care systems, and NGOs. Immigration officers, for example, when facing a large backlog of immigrant or visa applications, have to select certain cases to expedite. Likewise, when managing operating rooms, hospitals have to sequence surgeries based on the physician’s judgement of patient urgencies among other factors. Our framework provides a tool to understand how the above service systems value the waiting costs of customers. To our knowledge, this is the first attempt to study the waiting cost structure perceived by the service provider but not the customers themselves.  

2. Literature Review

There are two streams of literature that are closely related to this paper. The first is the multi-class queueing literature and the second is the literature on ED operations. We review relevant papers below.

2.1. Scheduling in Multi-Class Queues

Our work is closely related to the extensive literature on queuing and job scheduling which explores optimal scheduling policies under different waiting cost structures. When the cumulative waiting cost is a linear function of the sojourn time $W_k(t)$, that is, $C_k(W_k(t)) = c_k W_k(t)$, the well-known prioritization scheme, $c_k$-rule, is to prioritize queues with a larger value of $c_k$, and to use the FCFS rule within each queue (Smith 1956). When the cumulative holding cost $C_k(W_k(t))$ is a non-decreasing convex function, Van Mieghem’s (1995) seminal paper shows that the generalized $c_k$-rule, in which jobs are prioritized according to the order of $C_k'(W_k(t))\mu_k$, minimizes average waiting costs under the heavy-traffic asymptotic regime. Van Mieghem’s (1995) result does not require stationarity of the arrival process, and is robust when there are a few homogeneous servers and countably many job types. Mandelbaum and Stolyar (2004) and Gurvich and Whitt (2009) have studied the queue-length version of the $Gc_k\mu$-rule, in which the holding cost $C_k(\cdot)$ is a differentiable function of the queue length $Q_k(t)$ instead of $W_k(t)$.

The $Gc_k\mu$-rule subsumes several classes of scheduling policies as the waiting costs can take various forms. For example, when the waiting cost is a quadratic function of the queue length, that is, $C_k(Q_k(t)) = \beta_k Q_k(t)^2$, the $Gc_k\mu$-rule is reduced to a well-known MaxWeight policy in which a server $s$ always serves queue $k$ with the largest index $\beta_k Q_k(t)\mu_{ks}$ at time $t$ (Tassiulas and Ephremides 1992). The $Gc_k\mu$-rule also applies to scenarios when jobs face timing requirements, such as laxities and deadlines (Hong et al. 1989). The former requires a job to start service by a specified time, and the latter imposes a due time for service completion. Let $W$ and $\tau$ denote the time that a job remains in the system until the beginning of service and until the end of service, respectively.
We use $d_k$ and $D_k$, respectively to denote the laxity and deadline of a job in queue $k$ relative to its arrival time. There are four cost structures that can arise from these measures: (a) the expected tardiness with respect to laxities, $E(W - d_k)^+ +$; (b) the expected tardiness with respect to deadlines, $E(\tau - D_k)^+$; (c) the proportion of jobs that violate the laxity constraints, $\Pr(W > d_k)$; and (d) the proportion of jobs that violate the deadline constraints, $\Pr(\tau > D_k)$. Since cost structures (a) and (b) are both nondecreasing convex, the $Gc\mu$-rule asymptotically minimizes cost functions (a) and (b). When the cost structure is of type (d), Van Mieghem (2003) proved that the generalized longest queue (GLQ) or the generalized largest delay (GLD) policy both asymptotically minimizes (d) in heavy traffic among the class of work-conservation policies, while both GLQ and GLD can be regarded as special forms of the $Gc\mu$-rule. Cost structure of type (c), which might be close to the CTAS fractile response objective, has not been well-studied in the literature of $Gc\mu$-rules.

Our study contributes to the above stream of queueing literature by providing an empirical understanding of the possible objective functions that are used in scheduling multi-class patients in typical Canadian EDs. This may open the door for important theoretical work and subsequent empirical studies on scheduling multi-class jobs.

2.2. ED Operations

ED as a general application has gained significant attention in the OM literature in recent years, e.g., (Ke 2013, Batt and Terwiesch 2016). The question of how one should route patients in EDs has been studied under different objectives. Dobson et al. (2013) have looked at ED throughput, and Huang et al. (2015) have examined violation of laxity constraints. Saghafian et al. (2012) probed into the question of whether streaming ED patients based on predictions of whether they would be discharged or admitted to the hospital could improve ED performances. Helm et al. (2011) proposed an “expedited patient care queue”, an alternative hospital access gateway to the two conventional gateways, ED and scheduled elective admission, as a solution to mitigate ED crowding and blockage. Our work complements the above stream of literature by studying the empirical counterpart of patient routing in EDs.

Several other papers have examined ED management from a capacity design perspective. Hu and Benjaafar (2009) studied the partitioning of ED capacity as an alternative to patient prioritization with a pooled capacity. Song et al. (2015) found that average ED patient wait times and length-of-stay are longer in a queueing system where physician capacity is pooled compared to a system in which physicians are dedicated to their own stream of patients.

Empirically, Batt and Terwiesch (2015) studied the patient’s side of ED operations on how ED congestion and queueing behavior affect patient abandonment in ED triage systems. To our knowledge, we are among the first to empirically study the control side of routing in multi-class
queues regardless of application. We refer to Saghaßen et al. (2015) for an overview of ED operations literature.

Several papers specifically discuss ED operations in the Canadian health system. Stanford et al. (2014) studied the wait time distribution in time-dependent priority queues in a single server setting. Sharif et al. (2014) generalized Stanford et al.’s (2014) result to a multi server setting but with treatment time distributed with the same mean for all classes. Both provide a stepping stone for better managing EDs subject to the CTAS fractile response objective. Our work complements both studies by providing empirical insights into how practitioners respond to the CTAS objective structure.

3. Study Setting and Data

3.1. Canadian Triage and Acuity Scale (CTAS)

In the mid 1990s, the Canadian Association of Emergency Physicians (CAEP) recognized that despite EDs being the interface between emergent care and the community, the Canadian health system had invested little to evaluate how ED case mix or changes to care delivery affected patients seeking emergent care. CAEP determined that it was important to standardize the processes and definitions of care for emergency medicine (Beveridge 1998). As a result, the CTAS was introduced in 1998 as “an attempt to define patients needs for timely care more accurately and to allow EDs to evaluate their acuity level, resource needs, and performance against certain operating objectives.” The CTAS guidelines state that “the primary operational objective of the triage scale is to define the optimal time to see a physician” and each triage level is given a fractile response objective (Table 1). The guidelines note that “the time responses are ideals (objectives) not established care standards.” The rational behind this is that “the fractile response is a way of describing how often a system operates within its stated objectives” (CAEP 2014).

Most triage systems such as the Manchester Triage System (MTS) in the United Kingdom and Germany and the Emergency Severity Index (ESI) in the United States (US) focus on how to classify patients into multiple triage levels but do not provide guidelines on how to prioritize patients given their triage levels. In the US, the general expectation is that the most urgent (or potentially most serious) cases will be treated first followed by less urgent cases and that urgent cases will be treated equally on a FCFS basis (Iserson and Moskop 2007). The fractile response objective distinguishes CTAS from other triage systems in that it incorporates specific time-based objectives. Since the CTAS was initially proposed, it has faced intense criticisms and undergone a number of updates and revisions (Murray et al. 2004, Bullard et al. 2008, 2014). A major criticism is that the fractile response objective specified by the CTAS was set mainly for clinical reasons without considering the operational obstacles. Given the excessive demand and limited capacity
In most EDs in Canada, the fractile response objectives are most likely not achievable regardless of the prioritization rules. This brings up the question central to our research, i.e., how do ED decision makers prioritize patients in the absence of explicit guidelines?

In all four study EDs, neither a financial incentive nor penalty mechanism to induce ED decision makers to meet the CTAS fractile response objective was implemented. However, the CTAS fractile response objective may have still affected the decision makers' behavior in two aspects. First, CTAS, despite being considered as inoperable at most of times, has been widely advocated as the general principle for patient prioritization in Canadian EDs. Thus, it could have a psychological impact on the decision makers' prioritization behavior. Second, the fractile response is a mandated reporting data element by the Canadian Institute of Health Information (CIHI) and the performance of each ED can be obtained through the publicly available National Ambulatory Care Reporting System (NACRS) Metadata. Hence, the ED decision makers wary of public perception on ED performance may have the incentive to meet the CTAS targets but the degree to which the decision makers are incentivized to adhere is not clear. Therefore, our empirical analysis reveals to what extent such a soft and flexible fractile objective (CTAS) influences decision makers' behavior.

3.2. Clinical Setting and Data

We analyze ED patient registration data from the four largest EDs in the metro Vancouver, British Columbia area, which had a population of 2.4 million in 2011. The four study EDs cover a wide range of demographics and hospital types: the flagship hospital of the Vancouver healthcare system which also serves as the primary trauma center of the metro Vancouver area, a large teaching hospital located near the city center, and two suburban hospitals each located in a mainly residential district and a residential/commercial mixed district. The average daily traffic in these EDs ranges from 142 to 243 patients. All four EDs used the CTAS guidelines during the 20-month study period from April 2013 to November 2014. The data is at the patient visit level where each observation corresponds to a single patient visit to one of the four EDs. For each patient visit, we have three important time stamps: 1) enter time—time of entry to the ED, at which time the patient is triaged and registered, 2) selection time—time when the patient is first selected to enter the treatment area and see a physician, and lastly 3) exit time—when the patient is discharged from the ED after completion of treatment.

Most patients arrive to the ED either by emergency medical transportation such as an ambulance or by their own mode of transport referred to as “walk-in” patients. Regardless of the arrival mode, once a patient arrives, the triage nurse diagnoses the patient as soon as possible and identifies the most appropriate medical code which has a default triage level. The standardized medical code is described in detail under Control variables. The nurse then inputs the patient information (such
as name, age, sex, and personal health number (PHN)), complaints, medical code, triage level, and other available information into the patient care information system (PCIS). Patients then wait either in the waiting room or on a stretcher-chair if deemed necessary by the triage nurse.

The decision process of when to initiate treatment of a new patient is primarily dictated by the availability of physicians but not beds and seats. The practice in all four study EDs is that physicians are typically involved in multiple tasks and do not have to wait for beds and seats, i.e., physicians are the bottleneck resources in the treatment process. And the “call in” is triggered by the time when the physician finds that she has enough bandwidth to start accommodating another patient. Then the decision of which patient to treat with that opened bandwidth is made by the decision maker based on the information in the PCIS which includes the patients’ triage level, enter time, and other information.

The dependent variable in our study is whether the patient was chosen at a choice incident when a physician became available to accommodate a new patient. Choice incidents are chronologically ordered according to their selection times. Although the patient may not immediately see a physician and start treatment after being chosen, each choice still reflects different patients’ relative priority as perceived by the decision maker. Hence, we use the selected time as a proxy for when prioritization decisions are made. Figure 1 provides a graphical illustration of choice incidents and how the choice sets evolve with time. At choice incident \( t \) \((t = 1, 2, \ldots)\), only one patient is chosen from those waiting in the ED, which we denote as choice set, \( \text{ChoiceSet}(t) \). \( \text{ChoiceSet}(t) \) comprises patients who are currently waiting in the ED, that is, those who entered before choice incident \( t \), but were not chosen in any previous choice incidents or were not present in any of them. Patients not chosen remain in choice incident \( t + 1 \) and comprise the choice set \( \text{ChoiceSet}(t + 1) \) with the new arrivals, that is, those who arrived at the ED between choice incidents \( t \) and \( t + 1 \).
Table 2 Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>ED A</th>
<th>ED B</th>
<th>ED C</th>
<th>ED D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tri 2</td>
<td>Tri 3</td>
<td>Tri 2</td>
<td>Tri 3</td>
</tr>
<tr>
<td>Wait time (mins)</td>
<td>37.0</td>
<td>77.5</td>
<td>22.3</td>
<td>41.7</td>
</tr>
<tr>
<td>Fractile response</td>
<td>35.7%</td>
<td>26.8%</td>
<td>42.9%</td>
<td>46.9%</td>
</tr>
<tr>
<td>Service time (mins)</td>
<td>418.8</td>
<td>287.8</td>
<td>407.0</td>
<td>250.5</td>
</tr>
<tr>
<td>Age</td>
<td>54.9</td>
<td>52.1</td>
<td>49.3</td>
<td>46.2</td>
</tr>
<tr>
<td>Ambulance arrivals</td>
<td>49.2%</td>
<td>29.1%</td>
<td>46.9%</td>
<td>47.0%</td>
</tr>
<tr>
<td>Female</td>
<td>45.8%</td>
<td>52.4%</td>
<td>39.1%</td>
<td>46.0%</td>
</tr>
<tr>
<td>Census of triage 1,2,3 in ED when selected</td>
<td>43.1</td>
<td>41.6</td>
<td>29.5</td>
<td>28.7</td>
</tr>
<tr>
<td>Waiting census of triage 1,2,3 when selected</td>
<td>7.7</td>
<td>7.2</td>
<td>3.9</td>
<td>3.6</td>
</tr>
<tr>
<td>N</td>
<td>25,098</td>
<td>66,174</td>
<td>15,823</td>
<td>56,728</td>
</tr>
<tr>
<td>N (percentage)*</td>
<td>17.4%</td>
<td>45.8%</td>
<td>12.0%</td>
<td>43.2%</td>
</tr>
</tbody>
</table>

Note: Means are shown except for fractile response (to target wait time), percentage of patients arrived by ambulance and female patients. A full table of all five triage levels is available upon request.

* percentage among all five triage levels.

In all four EDs, triage level-4 and 5 patients have a dedicated fast-track service line that operates separately from the primary service area for triage level-1, 2, and 3 patients. Because wait times for triage level-1, 2, and 3 patients are critical as they need the most urgent care, and therefore the decision makers are more cautious in their routing, we focus on the decision makers’ choices for the primary service patients only. Among those patients, triage level-1 patients are often seen on arrival and the registration/input to the PCIS happens afterwards. For this reason, the enter time and selection time of triage level-1 patients may not be accurately recorded. Due to the possibility of their arrival triggering a choice incident rather than a physician becoming available to accommodate a new patient, we exclude triage level-1 patients and focus only on triage level-2 and 3 patients in this study. Table 2 briefly summarizes the data for triage level-2 and 3 patients.

**Independent variable: Patient wait time** Our key variable of interest is the patient’s wait time in the ED before being selected to be treated. We measure a patient’s wait time at choice incident t by the duration of time from registering in the ED system (enter time) to the time of being chosen (selection time). For example, in Figure 0 patient D has waited $w_{D}(t+1)$ till choice incident $t+1$, but was not chosen. At choice incident $t+2$ when she was chosen, her wait time was $w_{D}(t+2)$. The longest wait time observed in the study EDs is 720 mins.

**Control variables: Time-invariant (fixed) patient characteristics** EDs in the province of British Columbia, including the four study EDs, use a standardized hierarchical tree structure to record patients’ medical conditions: 19 categories at the clinical department level recorded as “Chief Complaint System” (CCS) and 474 detailed medical conditions recorded as “Chief Complaint
Description” (CCD). The CCD differentiates medical conditions at several levels which is a strength
of our data and allows us to control patient characteristics at a granular level. A few examples of
CCD codes include “Abdominal pain, moderate pain, episodic vomiting, fever”, “Allergic reaction,
mild respiratory distress, mild facial/oral edema, extensive rash”, and “Acute dizziness/vertigo, +
other neurological symptoms > 6 hrs.” Each CCD belongs to a single parent CCS. The process
of assigning a triage level to a patient who just entered the ED starts by the triage nurse first
identifying the most appropriate CCD from a menu of 474 possible conditions, which are shared
by all four study EDs. Each CCD code has a default triage level, but is subject to adjustment
by the triage nurse depending on the patient’s specific condition. We use triage level dummy
variables to capture prioritization effects across different triage levels, and include CCD codes to
control heterogeneous medical conditions within each triage level. Since some CCD codes have
low frequency and do not appear in all EDs, we use patients with the top 113 common CCDs
which cover 90% of triage level-2 and 3 patients in the four EDs. Other control variables include
age group, sex, method of arrival (whether the patient arrived via ambulance (ground or air) or
walked-in), and discharge decision (whether the patient was discharged home, admitted to ward,
or transferred to another facility). All control variables in our data have a finite discrete domain.

4. Model of Patient Choice in ED Triage Systems

4.1. The Conditional Logit-Geqμ Framework

We discuss about four observations of the study ED systems that set the stage for the analytical
tool we use in this study—the conditional logit-Geqμ framework.

Observation 1 When choosing a patient, the ED decision makers’ objective is to minimize average
cumulated ED patient holding cost.

During the study period in all four EDs, all ED personnel including physicians were compensated
by a fixed salary for each shift. Hence, the possibility of selecting patients based on their treatment
time or medical expenses due to personal financial incentives can be ruled out. Furthermore, from
our discussion with numerous ED physicians and administrators, we believe that the ED decision
makers’ incentives are aligned with the general goal of ED operations, that is, to provide prompt
medical treatment to the population needing it most urgently, or equivalently, to minimize the
total cumulative holding cost of all patients. However, we do observe from the data that a lower
triage level (less complicated) patient is more likely to be selected in the last choice incident during
a physician’s shift. An explanation to that phenomenon is that the ED decision makers may have
other objectives during the shift change, such as preventing the physician from working over time.
Studying this end-of-shift effect is not the main interest of this paper. To avoid complicating the
main model, from the analyzed data, we excluded the last choice incident during each physician’s
shift, which takes up about 8% of the available data.
Observation 2 A patient’s marginal holding cost is continuous and non-decreasing in wait time before seeing a physician, and can be any constant value afterwards.

During a patient’s visit, we refer to the time interval before and after a patient being seen by a physician for the first time as waiting period and treatment period, respectively. We define the marginal holding cost during the waiting period as the marginal waiting cost. In many health care settings including EDs, it has been discovered that patients’ clinical conditions deteriorate faster the longer they wait for treatment (Derlet and Richards 2000, Ostendorf et al. 2004, Diercks et al. 2007). This suggests that the marginal waiting cost is non-negative and non-decreasing in the patient’s wait time. Without loss of generality, we can assume that the marginal waiting cost is continuous, since, a discontinuous function with finite jumps can be approximated by a continuous function. Once the patient transitions from waiting to treatment, we allow the marginal holding cost to jump to a (small) constant value, as immediate measures are taken which puts the patient’s risk under control.

Note that in the $Gc\mu$-rule proposed by Van Mieghem (1995), $c$ refers to the marginal waiting cost. When making routing decisions by the $Gc\mu$-rule, only patients who are waiting need to be evaluated and compared by their $Gc\mu$ values at the time of choice. Hence, the marginal holding cost during the treatment period is not taken into account when one applies the $Gc\mu$-rule. However, regarding the property of the marginal holding cost, it may not be non-decreasing throughout a patient’s entire stay when one considers the treatment period in addition to the waiting period. This merits a discussion that is to validate the asymptotic optimality of the $Gc\mu$-rule in our study setting, which we provide in Appendix A.

Observation 3 All servers, the ED physicians, are homogeneous and there is no skill-based patient routing.

From our observation of the study EDs, physicians can be considered as the bottleneck resource at most of the times, hence, regarded as the “servers” in the ED queueing system. In our consultation with several ED physicians both from study and non-study EDs, the consensus was that ED physicians are generalists and are supposed to have the capability to treat patients of all types. Matching a physician with an ED patient based on the clinical diagnosis is not the norm. In fact, this is the expectation for physicians in all EDs and not only in Canada (Zink 2006). To further validate the homogeneity of servers, we run conditional independence tests (Agresti 1996) for each ED between the treating physician ID and the treated patient’s triage level or CCS conditional on the day-of-week and hour-of-day combination which controls for patient arrival and physician shift patterns. We find that the association between physician ID and clinical diagnosis is statistically
insignificant at the 5% level for all four EDs, indicating that there is no skill-based routing among
the ED physicians (Appendix B).

Observation 4 The EDs are critically loaded during the study period.

According to Armony et al. (2015), EDs can be viewed as critically-loaded systems between late
morning and late evening. From our data, we find that the peak load hours in the four study EDs
can be best approximated by the period from 10 am to 2 am in the next day. Thus, we keep and
analyze choice incidents in 10 am–2 am only, when the EDs can be regarded as critically loaded.

With the above four observations, the ED decision makers can be considered to be minimizing
the total cumulative holding cost in a multi-class queueing system with multiple homogeneous
servers, where the marginal holding cost exhibits certain properties. Furthermore, by our discussion
in Appendix A, the Gcμ-rule is asymptotically optimal in such a system. This provides a strong
justification and basis for us to model the patient routing decision process using a Gcμ-type choice
behavior where the decision maker assesses patients in the choice set and evaluates the Gcμ value
for each patient. The decision maker then chooses the patient with the highest value to be treated
by the next available physician.

Specifically, a decision maker i’s own valuation of choosing patient j with characteristics \(X_j\) and
wait time \(wait_j(t)\) at choice incident \(t\) has the following expression,

\[
V_{ij}(wait_j(t), X_j, Y_i) = c^i_j(wait_j(t), X_j, Y_i) \mu^i_j, \tag{1}
\]

\(c^i_j(wait_j(t), X_j, Y_i)\) represents the marginal holding cost conditional on the patient still waiting,
hence, the marginal waiting cost \(1/\mu^i_j\) represents the service time of patient \(j\) expected by the
decision maker \(i\) before treatment commences and \(Y_i\) represents decision maker \(i\)’s own attributes.

In most EDs, patient-choice decisions are made by the chief nurse or ED administrator with the
occasional input from the physician, and while there are no publicly documented guidelines on how
to manage the routing duties, EDs are expected to maintain consistency in their operations. Hence,
while the decision makers are shuffled across different shifts, their behavior can be considered to
be consistent. For this reason, we assume that a single decision maker chooses patients in each ED
and estimate the choice behavior for each ED separately. Hence, we need not consider the decision
maker’s attributes in the conditional logit model. We perform robustness analysis for potential
decision maker heterogeneity in Appendix C.

By assuming homogeneity across the decision makers, we can drop the subscript \(i\) in Equation
(1) and get

\[
V_{j}(wait_j(t), X_j) = c_j(wait_j(t), X_j) \mu_j \tag{2}
\]
as the valuation function. In Section 4.2, we discuss the various functional forms of the marginal waiting cost term, $c_j(wait_j(t), X_j)$, in detail.

To account for the randomness in the routing decisions that are not captured in the available data, we combine the Gey rule with a discrete choice structure consistent with the additive random utility theory. Discrete choice models statistically relate the decision maker’s choice to the attributes of both herself and the available choice candidates. In ED patient routing, variation in medical conditions across patients is the key driver of the decision maker’s choice behavior rather than the individual decision maker’s attribute, which renders McFadden’s conditional logit model (McFadden 1973) as the most suitable for analysis.

In the conditional logit framework, at each choice incident, the decision maker assesses patients in the choice set and evaluates the utility gained by initiating the treatment of each patient at that moment. The decision maker then chooses the patient with the highest utility. The utility of patient $j$ at choice incident $t$, $U_{jt}$, has two components where $V_{jt}$ has the form of Equation (2):

$$U_{jt} = V_{jt}(wait_j(t), X_j) + \epsilon_{jt},$$

We assume that the idiosyncratic random shock, $\epsilon_{jt}$, which represents external factors that affect the patient’s utility perceived by the decision maker, is i.i.d. type-I extreme value distributed.

Given this assumption, the probability of patient $j$ being chosen in choice incident $t$ is given by the logit form of

$$P(j|\Sigma(t)) = \frac{\exp(V_{jt}(wait_j(t), X_j))}{\sum_{p\in ChoiceSet(t)} \exp(V_{pt}(wait_p(t), X_p))},$$

where

$$\Sigma(t) := \{(wait_p(t), X_p)|p \in ChoiceSet(t)\}$$

denotes the patient information for choice incident $t$—wait time and the fixed patient characteristics for all patients waiting to be chosen in that incident.

The log-likelihood of observing the sequence of choices can be expressed as

$$\ln L = \sum_t \ln P(c(t)|\Sigma(t)),$$

where $c(t)$ represents the index of the patient chosen at choice incident $t$.

For each ED, we separately estimate the decision maker’s patient valuation term, $V_{jt}(wait_j(t), X_j)$, by maximizing the likelihood of the sequence of observed choices. We account for heteroscedasticity in the random shock term, $\epsilon_{jt}$, using the Huber/White/sandwich variance estimator clustered by the choice incident, $t$. This allows the term to capture external shocks at choice incident $t$ that are common to all patients waiting to be seen by a physician.
The $Gc\mu$-type choice behavior is not only grounded in classical queueing theory, but also has a meaningful clinical interpretation. The primary objectives of triage systems is to provide detailed instructions for prioritizing patients based on the observed medical conditions and to ensure that patients are treated based on urgency, acuity, and resource needs (CAEP 2014). The marginal waiting cost term, $c_j(wait_j(t), X_j)$, incorporates both urgency and acuity of the patient, the former captured by wait time, $wait_j(t)$, and latter by the fixed characteristics in $X_j$. The service rate term $\mu_j$ captures the complexity of treatment (a close proxy for resource needs) for certain types of patients. For instance, a heart failure patient is likely to have a lower service rate (longer treatment time) than a patient with a non-life threatening cut.

Saghaian et al. (2014) showed that a triage system that also incorporates patient complexity information in routing decisions can improve ED patient flow compared to a triage system that uses patient urgency information only. For each of the four study EDs, we test whether the decision maker incorporates patient complexity information into her routing decisions, and if so, at what level. To do that, we calibrate three possible models and compare their goodness-of-fit. First, we fit an Urgency(only)-based model where the decision maker does not use complexity information at all. Hence, we can assume $\mu_j$ to be a constant $\mu_{overall}$ for the entire patient population. Such a model can be considered as a $Gc\mu$-type choice behavior since service rate $\mu_j$ is not utilized in the decision-making process. Second, we fit a Complexity(triage)-based model where complexity of treating patient $j$ is assessed at a coarse patient triage level, $Tri(j)$, that is, $\mu_j = \mu_{Tri(j)}$. Lastly, we fit a Complexity(CCD)-based model where complexity of patient $j$ is assessed at a more granular clinical condition level, CCD, with 113 distinct codes. Hence, $\mu_j = \mu_{CCD(j)}$ for a patient with CCD code $CCD(j)$. By comparing the model fit of the above models, we can examine which model best represents how the complexity information has been used in practice.

### 4.2. Marginal Waiting Cost Function

Our main interest is to understand how the ED decision maker incorporates each patient’s wait time information into the patient prioritization decision. We achieve this by inferring the patient waiting cost structure within the conditional logit-$Gc\mu$ framework. We decompose the marginal waiting cost term $c_j(wait_j(t), X_j)$ in Equation (2) into two parts, $f_{wTri(j)}(wait_j(t))$ and $f_c(X_j)$. The first component, $f_{wTri(j)}$, is a function of the patient’s (cumulative) wait time, $wait_j(t)$, and triage level, $Tri(j)$. The second component, $f_c$, is a linear function of the patient’s fixed characteristics. We thus derive the following expression of the decision maker’s patient valuation:

$$V_j(wait_j(t), X_j) = (f_{wTri(j)}(wait_j(t)) + f_c(X_j))\mu_j,$$  \hspace{1cm} (7)

The decomposition of $c_j(wait_j(t), X_j)$ allows us to explore the functional forms of $f_{wTri(j)}(wait_j(t))$ and infer how the decision maker’s perceived patient waiting cost depends on the two variables.
mostly to our interest, triage level and wait time. We model \( f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) \) with various functional forms and compare their fits with the observed data to identify the form that best characterizes the marginal ED patient waiting cost function perceived by the ED decision maker. We assume that both triage levels 2 and 3 have the same functional form of \( f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) \), but with parameters that may differ by triage level. We consider the following five functional forms for \( f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) \).

**Constant** marginal waiting cost function, \( f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) = \beta_1^{\text{Tri}(j)} \), which corresponds to a linear cumulative waiting cost most commonly assumed in the literature (Mendelson and Whang 1990, Aksin et al. 2013, Yu et al. 2016). However, in the ED setting, one may conjecture that the (cumulative) wait time has a non-linear (usually increasing in margin) effect on patient conditions.

Hence, we also fit a **linear** marginal waiting cost function, \( f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) = \beta_1^{\text{Tri}(j)} \cdot \text{wait}_j(t) \), and higher degree polynomials such as **quadratic**, \( f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) = \beta_1^{\text{Tri}(j)} \cdot \text{wait}_j(t) + \beta_2^{\text{Tri}(j)} \cdot \text{wait}_j(t)^2 \), and **cubic**, \( f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) = \beta_1^{\text{Tri}(j)} \cdot \text{wait}_j(t) + \beta_2^{\text{Tri}(j)} \cdot \text{wait}_j(t)^2 + \beta_3^{\text{Tri}(j)} \cdot \text{wait}_j(t)^3 \), which have all been studied in the literature as well (Dewan and Mendelson 1990, Parlar and Sharafali 2014).

We also consider a **piece-wise linear** function whose slope may have an abrupt change at certain points. This accounts for the possible impact of the CTAS target wait times on a patient’s marginal waiting cost perceived by the ED decision maker. For computational tractability, we propose a piece-wise linear function with a single break-point:

\[
 f_{w}^{\text{Tri}(j)}(\text{wait}_j(t)) = \beta_1^{\text{Tri}(j)} \cdot \text{wait}_j(t) + \beta_2^{\text{Tri}(j)} \cdot (\text{wait}_j(t) - \gamma_1^{\text{Tri}(j)})^+, \tag{8}
\]

where \( \beta_1^{\text{Tri}(j)} \) and \( \beta_2^{\text{Tri}(j)} + \beta_3^{\text{Tri}(j)} \) respectively represent the slope of the marginal waiting cost below and above the break-point \( \gamma_1^{\text{Tri}(j)} \). All three parameters depend on the triage level of the focus patient \( j, \text{Tri}(j) \), hence, the piece-wise linear model estimates a total of six parameters.

However, the existence of a break-point is not guaranteed in the data generation process, in which case a standard linear function may fit the data better. The estimation method of the piece-wise linear specification is general enough to capture the non-existence of break-points. We refer the readers to Muggeo (2003) for details on the break-point estimation procedure in a piece-wise linear specification. In the model that we use to derive our main findings and the policy implications thereof, we limit the maximum number of break-points per triage level to one. In Appendix F, we relax this assumption and consider multiple break-points per triage level.

5. Results

We use the maximum-likelihood method (Equation (6)) to estimate the parameters in Equation (7). For each of the four EDs, we individually explore which combination of the two dimensions discussed in the previous section best represents the ED decision maker’s patient-routing decisions.
We compare model fits across (a) different functional forms of $f^{\text{tri}}_{w}(\text{wait}_j(t))\forall \text{Tri}(j) \in \{2, 3\}$ in the marginal waiting cost term $c_{j}(\text{wait}_j(t), \mathbf{X}_j)$ and (b) different patient complexity information levels, $\mu_j$. We then visualize the model that best fits the observed data—plotting the decision maker’s valuation of treating a patient (Equation 2) as a function of wait time for each triage level $l = 2, 3$—and derive managerial insights and policy implications.

### 5.1. Model Fit: Marginal Waiting Cost Function and Patient Complexity Information

We use the Bayesian information criterion (BIC) to compare the model fits. When fitting models, adding parameters can improve the likelihood but it may result in overfitting. BIC measures this tradeoff by rewarding models with the best statistical fit (likelihood) and penalizing for model complexity (degree of freedom) proportional to the size of the data (natural log of number of total observations). Statistically, the model with the lowest BIC score is preferred (Burnham and Anderson 2002). Table 3 reports the model fit across the two dimensions of interest: functional form of $f^{\text{tri}}_{w}(\text{wait}_j(t))$ in the marginal waiting cost and the patient complexity information used.

<table>
<thead>
<tr>
<th>ED</th>
<th>Marginal waiting cost function</th>
<th>df</th>
<th>Complexity information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>No complexity (Urgency only)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Log-likelihood</td>
</tr>
<tr>
<td>A</td>
<td>Constant</td>
<td>125</td>
<td>-110282</td>
</tr>
<tr>
<td></td>
<td>Linear</td>
<td>127</td>
<td>-107549</td>
</tr>
<tr>
<td></td>
<td>Quadratic</td>
<td>129</td>
<td>-106681</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>131</td>
<td>-106358</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>131</td>
<td>-105692</td>
</tr>
<tr>
<td>B</td>
<td>Constant</td>
<td>125</td>
<td>-69243</td>
</tr>
<tr>
<td></td>
<td>Linear</td>
<td>127</td>
<td>-58505</td>
</tr>
<tr>
<td></td>
<td>Quadratic</td>
<td>129</td>
<td>-53791</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>131</td>
<td>-53045</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>131</td>
<td>-51884</td>
</tr>
<tr>
<td>C</td>
<td>Constant</td>
<td>125</td>
<td>-63287</td>
</tr>
<tr>
<td></td>
<td>Linear</td>
<td>127</td>
<td>-58985</td>
</tr>
<tr>
<td></td>
<td>Quadratic</td>
<td>129</td>
<td>-56676</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>131</td>
<td>-56238</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>131</td>
<td>-54799</td>
</tr>
<tr>
<td>D</td>
<td>Constant</td>
<td>125</td>
<td>-47536</td>
</tr>
<tr>
<td></td>
<td>Linear</td>
<td>127</td>
<td>-44735</td>
</tr>
<tr>
<td></td>
<td>Quadratic</td>
<td>129</td>
<td>-43989</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>131</td>
<td>-43843</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>131</td>
<td>-43254</td>
</tr>
</tbody>
</table>

Table 3 Model Fit by Marginal Waiting Cost Function and Patient Complexity Information Used in Patient-routing Decisions

We compare model fits across (a) different functional forms of $f^{\text{tri}}_{w}(\text{wait}_j(t))\forall \text{Tri}(j) \in \{2, 3\}$ in the marginal waiting cost term $c_{j}(\text{wait}_j(t), \mathbf{X}_j)$ and (b) different patient complexity information levels, $\mu_j$. We then visualize the model that best fits the observed data—plotting the decision maker’s valuation of treating a patient (Equation 2) as a function of wait time for each triage level $l = 2, 3$—and derive managerial insights and policy implications.
First, we explore the form of the marginal waiting cost function. In all four EDs, within each complexity information model, we find that the ED decision makers’ perceived ED patient waiting costs are best approximated by a piece-wise linear marginal waiting cost function. Compared to the standard linear function, the piece-wise linear function fits the data significantly better in all situations by a large margin. This is despite the penalty for having four more parameters to estimate as captured in the BIC calculation. The piece-wise linear function also outperforms the cubic function which has the same degree of freedom. In the family of polynomial functions, increasing the degree of the polynomial significantly improves the model fit, which suggests a strong non-linearity of the marginal cost function.

Next, fixing $f^{\text{tri}(j)}_{\text{wait}}(t)$ as the piece-wise linear function, we find that the Urgency(only)-based model consistently outperforms the two Complexity-based models in all four EDs. Especially, the gap in BIC scores widens as the complexity information becomes more granular in the order of Urgency(only)-based, Complexity(triage)-based, and Complexity(CCD)-based. These results suggest that the ED decision makers, likely, do not incorporate the complexity information into their routing decisions. This finding is consistent with the literature (see Saghaian et al. 2014) and the general belief held by many ED physicians in the Metro Vancouver area with whom we conducted interviews.

5.2. Estimation Results: Piece-wise Linear Marginal Waiting Cost Function

By comparing the fit of the different models, we find that the piece-wise linear marginal waiting cost function and Urgency(only)-based model best represents the ED decision makers’ patient-routing decisions in all four study EDs. Given this model choice, we interpret the coefficient estimates and infer the decision makers’ prioritization behaviors within each triage level and across different triage levels. Table 4 reports estimation results from the maximum likelihood estimation of Equation (6) with the piece-wise linear marginal waiting cost function (Equation (8)) in the patient valuation term (Equation (7)). Columns 1 to 4 list the coefficient estimates and relative statistics of the four EDs, and columns 5 to 8 list the corresponding odds ratios for applicable independent variables.

The first section of rows reports, in minutes, the location of the estimated break-point, $\gamma_i$ in Equation (8), for each triage level. The piece-wise linear estimation procedure concluded that for both triage levels in all four EDs, a piece-wise linear function is a better fit than a standard linear function. For all four EDs, break-points monotonically increase in the order of the triage levels, which is consistent with the order of CTAS target wait times. The orders are strict in all EDs, apart from ED C in which the break-points are statistically not different. The exact locations of the break-points remain fairly close to the suggested CTAS target wait times—15 minutes for triage level 2 and 30 minutes for triage level 3—suggesting that the CTAS fractile response objective may be a key driver of the break-point phenomena.
Table 4  Estimation Results: Piece-wise Linear Marginal Waiting Cost Function in Urgency-only Model

<table>
<thead>
<tr>
<th>Break-point (mins)</th>
<th>Coefficients</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ED A</td>
<td>ED B</td>
</tr>
<tr>
<td>Triage 2</td>
<td>8.5***</td>
<td>13.6***</td>
</tr>
<tr>
<td></td>
<td>(0.320)</td>
<td>(0.131)</td>
</tr>
<tr>
<td>Triage 3</td>
<td>19.5***</td>
<td>18.4***</td>
</tr>
<tr>
<td>Slopes</td>
<td>Triage 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.001)</td>
</tr>
<tr>
<td></td>
<td>Triage 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Intercept</td>
<td>Triage 2</td>
<td>1.119***</td>
</tr>
<tr>
<td></td>
<td>(0.444)</td>
<td>(0.336)</td>
</tr>
<tr>
<td>Average CCD effect</td>
<td>Triage 2</td>
<td>0.223</td>
</tr>
<tr>
<td></td>
<td>(0.444)</td>
<td>(0.336)</td>
</tr>
<tr>
<td>N(Observations)</td>
<td>485,895</td>
<td>217,922</td>
</tr>
<tr>
<td>N(Choice incidents)</td>
<td>56,604</td>
<td>43,669</td>
</tr>
<tr>
<td>McFadden’s $R^2$</td>
<td>0.078</td>
<td>0.198</td>
</tr>
</tbody>
</table>

Clustered standard errors in single parentheses. Standard deviation of average CCD effects in double parentheses.

* $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$

The second section of rows reports the estimation of $\beta_1$ and $\beta_1 + \beta_2$ in Equation (8), which represent the slopes of the marginal waiting cost function below and above the estimated break-point, $\gamma_1$, respectively. These parameters have important implications in regard to the decision makers’ routing behaviors within the same triage level. For both triage level-2 and 3 patients in all four EDs, marginal waiting costs have a significant positive slope below the break-point. This suggests that the routing behavior is close to FCFS for patients within the same triage level and with wait times below the break-point. For instance, according to the odds ratio in column 6, for triage level-2 patients in ED B with a wait time less than 13.6 minutes, waiting an extra minute increases the odds of being chosen by a factor of 1.345. However, once patients wait beyond the break-point of their triage level, the decision makers’ adherence to the FCFS principle significantly decreases. This is suggested by the fact that $\beta_1 + \beta_2$ is substantially smaller than $\beta_1$ in all four EDs.
For example, for triage level-2 patients in ED B with wait times longer than 13.6 minutes, the slope of the marginal waiting cost, $\beta_1 + \beta_2$, is close to zero, which indicates that the marginal waiting cost is nearly a constant above the break-point and waiting an extra minute increases the odds of being chosen by a factor of only 1.001. According to the $G_{CT}$-rule, these patients will receive almost no extra priority by waiting longer. This result confirms a plausible conjecture about the impact of the CTAS fractile response objective on the patient-routing behavior: the decision maker has less incentive to choose a patient who waited the longest from among those having already waited longer than the target wait time. This implies that the CTAS objective may disincentivize the decision makers to follow the expected practice of first treating patients who have had longer wait times among the patients who have already missed the target wait time.

In Section 5.3, we explain how the magnitude of the slopes in the piece-wise linear marginal waiting cost function reflect the degree of adherence to the FCFS principle using an example of two individual patients (Figure 3).

The third section of rows reports the estimated triage level 2 intercept (dummy variable), which captures the decision makers’ prioritization behavior across different triage levels. Triage level 3 is excluded as the base category. The results suggested by the positively significant coefficients in all four EDs are consistent with clinical expectations: triage level 2 receives priority over triage level 3. However, this comparison across triage level intercepts is conditional on all patients waiting zero minutes. The effect of increase in wait times may differ by triage level. We demonstrate this effect in Section 5.3.

Finally, in the fourth section of rows, due to the large number of distinct CCD codes, we only report the average and standard deviation of the coefficient values (intercept) of the CCD control (dummy) variables tabulated by the triage level of the patient. The CCD intercepts are identified by excluding the most common code “abdominal pain, moderate pain, episodic vomiting, fever”, which has a default triage level of 3, as a base category. In all four EDs, triage level-2 patients have a larger average intercept value contributed by their respective CCD dummies than triage level-3 patients. The distinct average values and non-negligible standard deviations support the validity of CCD intercepts as an effective control of patients’ heterogeneous medical conditions.

As a reference for how well the conditional logit-$G_{CT}$ framework captures the decision makers’ patient-routing behaviors, we use McFadden’s pseudo $R^2$ as a measure of goodness-of-fit. McFadden suggested that pseudo $R^2$ values between 0.2 and 0.4 should be considered indicative of extremely good model fits (Louviere et al. 2000). Simulations by Domencich and McFadden (1975) equivalenced this range to $R^2$ values of 0.7 to 0.9 for linear regression. Analysts should not expect to obtain pseudo $R^2$ values as high as the $R^2$ values commonly obtained in many ordinary least square models. Apart from ED A, the pseudo $R^2$’s range from 0.122 to 0.198, which can be considered
reasonably good fits. We discuss the validity of the conditional logit-Gcµ framework in representing the decision makers’ patient-routing behaviors in more detail in Section 6.

5.3. Delay-dependent Patient Prioritization

In Figure 2 for each of the four EDs, we use the estimation results from Table 4 to calculate and plot $\mathbb{E}[V_{jt}(wait,X_j)|Tri(j)=l]$ as a function of wait for $l = 2, 3$. The functional value of $\mathbb{E}[V_{jt}(wait,X_j)|Tri(j)=l]$ stands for the decision makers’ average valuation of choosing a patient from triage level $l$ with wait time $wait$. According to the Urgency(only)-based model\(^5\), we have $\mathbb{E}[V_{jt}(wait,X_j)|Tri(j)=l] = f_{w}^{l}(wait) + \mathbb{E}[f_{c}(X_j)|Tri(j)=l]$ by Equation (2) and (7), where $f_{w}^{l}(wait)$ is the estimated piece-wise linear function (Equation (8)); and $\mathbb{E}[f_{c}(X_j)|Tri(j)=l]$ is the average contribution of fixed characteristics of patients in triage class $l$ including the average CCD effect. Note that we have pinned the intercept of triage level 3 curve to zero, as subtracting a constant from the intercept of both curves will not change the choice behavior.

The plotted curves illustrate the main attributes of the ED decision makers’ perceived ED patient marginal waiting cost. First, they show clear piece-wise linearity in wait time, especially
the flattening of the marginal cost beyond the break-points. Second, the plotted functional values quantify the aggregate impact of wait time and triage level on a patient’s priority in comparison to the random shock $\epsilon_j$, whose standard deviation has been fixed as one unit. For example, in ED C, on average, triage level-2 patients have about 1.5 unit priority over triage level-3 patients when both have just entered the ED, i.e., both $\text{wait} = 0$ (Figure 2). If a choice incident occurs immediately upon a simultaneous arrival of both an average triage level-2 and -3 patient, the odds for the triage level-2 patient being chosen is $\exp(1.5) = 4.48$ times that of the triage level-3 patient.

Figure 2 visualizes the delay-dependent aspect of patient prioritization behavior in CTAS EDs. In general, higher triage level patients receive priority over lower triage level patients as one would expect based on general medical guidelines. This is supported by the marginal waiting cost curve of triage level 2 being stacked above triage level 3 in all four EDs. However, we observe possible instances where the triage level-wise prioritization order is reversed; depending on their respective wait times, lower triage level patients can be prioritized over higher triage level patients. In all four EDs, the marginal waiting cost of triage level-2 patients can be smaller than that of triage level-3 patients who have waited for a much longer period of time. For instance, in ED B, a triage level-3 patient who has waited 15 minutes has a marginal waiting cost valued around 3, whereas a triage level-2 patient who has waited less than 8 minutes has a marginal waiting cost smaller than 3. This observation suggests that patients are routed not only by triage level (static) priorities but also by their actual (dynamic) wait time, suggesting that all four EDs are using delay-dependent prioritization.

A noticeable observation is the gap between the triage level curves varying with wait time, suggesting that wait time may have a non-homogeneous effect on patient priorities. The priority between triage levels changes with time rather than being invariant. This is particularly evident when the wait time is less than 20 minutes at which time the curve begins to “plateau”. In all four EDs, more than 75% of the observations within each triage level are in the range above the
respective break-points. Hence, the flattening of the marginal cost curve past the break-point is not driven by the lack of data points in the region.

One should note that the plotted marginal waiting cost values in Figure 2 do not indicate an individual patient’s relative priority, as the values only reflect the average in each triage level without considering the individual patient’s characteristics. For example, in ED A, even though triage level-2 patients who waited more than 5 minutes dominate triage level-3 patients who waited less than 90 minutes, certain triage level-2 patients that waited longer than 5 minutes can have lower marginal waiting costs than triage level-3 patients that waited less than 90 minutes.

In order to further illustrate the interpretation of the curves and the estimated slope values of the piece-wise linear marginal waiting cost function in relation to adherence to the FCFS principle, we provide an example of comparing the priority between two individual patients in the same triage level in Figure 3.

Suppose two patients A and B have different characteristics but are assigned to the same triage level. The triage level they belong to has an estimated marginal waiting cost slope of 40 below the estimated break-point of 5 minutes and a slope of 1 above the break-point. The wait time-independent fixed attributes term of Patient A is larger than that of Patient B by 20, i.e., \( f_c(X_A) - f_c(X_B) = 20 \), but Patient B has arrived 1 min earlier than Patient A. The shapes of the wait time-dependent component of the marginal waiting costs, \( f_Tri_j(wait_j(t)) \), are identical for the two patients, however, the intercepts (or starting values of the curves) are different as the wait time-independent characteristics component \( f_c(X_j) \) varies for the two. The marginal waiting cost curve in Figure 3 represents the sum of the two components as a function of the respective patient’s actual wait time along the horizontal axis in real time starting at 12:00. Up until 12:05, patient B has a higher total marginal waiting cost and thus a larger odds ratio to be selected compared to patient A, hence the FCFS principle is more likely to be adhered. This is due to the fact that patient B receives additional priority (40) by arriving 1 minute earlier than patient A and the difference in the characteristics term is not enough to overcome. However, after 12:05, the late-arrived patient A has a higher total marginal waiting cost and thus a larger odds ratio, thus the FCFS principle is likely to be violated. Because the slope after the break-point, 1, is smaller than the characteristic term gap, 20, wait time matters less once both patients wait past the break-point and the priority is dominated by the characteristic term. In this manner, the magnitude of the slope in the piece-wise linear marginal waiting cost function reflects the degree of adherence to the FCFS principle.

6. Model Validation

This section consists of three parts. The first part lays out the ground for justifying the structural assumptions that have been imposed by the conditional logit-Geμ framework. In the second part,
we prove consistency of the maximum log-likelihood estimator (MLE) under the conditional logit-Gcμ framework. This justifies the main insights of the paper which are derived based on the MLE results. The last part tests the goodness-of-fit of the selected model (i.e., Urgency(only)-based routing and piece-wise linear marginal waiting cost) for out-of-sample data.

6.1. Justification of Framework Assumptions

Our conditional logit-Gcμ framework falls into the category of structural estimation methods, which are developed to approximate complicated decision-making processes and derive estimations for certain decision parameters, e.g., Cohen et al. (2003), Olivaes et al. (2008). Like other structural estimation methods, our conditional logit-Gcμ framework has imposed certain underlying structural assumptions. In this subsection, we provide the rationale for imposing these structural assumptions, which justifies the conditional logit-Gcμ framework and the results we derived therein.

The conditional logit-Gcμ framework has restricted patient routing decisions to myopic choices. Formally, a myopic choice means that a decision maker \(i\) always chooses a patient \(j^* \in \arg\max \{U_{ij} | j \in \text{ChoiceSet}(t)\}\). The value function \(U_{ij}\) can be calculated based on the attributes and wait time of patient \(j\) and attributes of the decision maker \(i\). We consulted with administrators and physicians from the four study EDs and received consensus response that given the high uncertainty in ED operations, it is unclear how to make forward-looking choices and the decisions are mostly myopic in practice. When a choice decision is to be made, the ED decision maker reads information of each patient from the PCIS screen which shows age, CCS, CCD, triage level, arrival method, and wait time (duration since time of triage). The PCIS, however, does not provide any predictive analytic or sophisticated guidance which can facilitate forward-looking decisions. The only exception is that the decision maker becomes more likely to choose easier cases near the physician’s shift change by anticipating that otherwise the physician’s shift may get prolonged. Since the last choice incidents in the physicians’ shift have already been removed from the data, myopic choice appears to be a reasonable assumption for the rest.

We perform robustness tests for other structural assumptions that have been imposed and the details are discussed in Appendices, including decision maker heterogeneity (Appendix C), unobserved patient heterogeneity (Appendix D), the Independence from Irrelevant Alternatives (IIA) property of the conditional logit model (Appendix E), and number of break-points in the piece-wise linear specification of \(f^{w,ri}_w(\cdot)\) (Appendix F). We also perform an out-of-sample test to further justify the validity of our structural estimation framework representing the patient routing decision process. See Appendix H.
6.2. Consistency of the Maximum Log-likelihood Estimator

Our consistency result is developed for the conditional logit-$G_{cy}$ framework with $f^{Tri}_{w}(\cdot)$ in a general function class—polynomial regression splines, which cover all five functional forms that we have studied. Although our proof uses standard methods, it cannot be directly implied from the exiting results on the consistency of MLE for generalized linear models (e.g., Fahrmeir and Kaufmann (1985), Newey and McFadden (1994)), because the $f^{Tri}_{w}(\cdot)$ term in our model can be nonlinear and non-smooth, and the observed choice sequences are not i.i.d.. A rigorous statement of the consistency results and the proof containing the technical details are attached in Appendix G. We also show that the distribution of MLE for our model is generally not asymptotically normal due to the boundary constraint.

7. Policy Implications

We highlight several important policy implications derived from our estimation results.

First, the CTAS fractile response objective may provide incentives that lead to unintended consequences. The ED decision makers generally follow the FCFS principle within the same triage level but their adherence to the FCFS principle decreases among patients who have waited past a certain breakpoint, that is, 13.3 minutes for triage level-2 patients and 18.9 minutes for triage level-3 patients, on average. This might be due to the reduced incentive of the decision maker to choose the patient who has waited the longest from among those that have already waited more than the CTAS target wait time. As a result, patients who have waited past that target wait time are likely to wait even longer because they are not given extra priority for having waited longer. This result has implications for improving CTAS. Both from an urgency and fairness standpoint, for patients in the same triage level, treating those who have waited longer is the reasonable expectation.

While the target time was developed as an “ideal”, the existence of an explicit fractile response objective may have adversely affected patients by making those who have waited a significant amount of time, wait even longer. Monitoring patient wait time from other angles, such as looking at the longest wait over a certain period of time, may reduce such outcomes. A simpler but limited alternative would be to implement multiple target wait times within a triage level. This might prevent prolonged waits within the range of the largest target wait time but still be susceptible outside of it. It is possible that the target fractile is, realistically, not achievable in every ED across Canada. Hence, implementing target wait times adjusted to the risk factors and congestion level of each ED may be another way of improving the current CTAS structure.

Second, we find that ED decision makers use a delay-dependent prioritization policy in which the relative priority across different triage levels may depend on patient wait times. This suggests that the ED decision makers are making sophisticated routing decisions in the sense of not just
following a strict absolute prioritization across triage levels. The added complexity may have a positive impact on patient outcomes: lower triage-level patients would not get pushed back too far. This allows even low triage-level patients to be treated within a reasonable time frame, which was one of the key motivations of the CTAS fractile response objective, and could possibly reduce ED patient abandonments and revisits at a later time when patients are in potentially worse conditions.

The idea of delay-dependent priority was initiated by Jackson (1960) and Kleinrock (1964) to allow decision makers extra freedom in routing decisions so they could manipulate the relative wait times in each priority level. This is an important aspect of the ED setting, as patient risk is highly dependent on the time delay and varies by triage level. However, there is a gap between the current design of the CTAS system and how patient prioritization is executed in practice. Our results show that practitioners are using a delay-dependent priority rule in practice, yet the CTAS design lags in this regard as it does not provide guidelines for prioritizing across triage levels. They only acknowledge the relative risk of patient delay in the form of the target wait times differing by triage level. It is unclear whether the delay-dependent priority rule currently used in practice is clinically appropriate or optimal. To this end, further examination of this rule is needed. If implementing such a delay-dependent priority rule is acceptable to the medical community, then the policy maker should consider providing corresponding guidelines. We give an example of such a guideline in Figure 4, where patients with equal priority are grouped into the same priority class and represented by the same color. A patient’s priority class depends on both her triage level and actual wait time. For example, in Figure 4, triage level-2 patients with short wait times and triage level-3 patients with intermediate wait times both belong to priority class-4. Because this guideline provides a relative priority rule, it can be adjusted to each ED’s unique situation and varying congestion level by adjusting the priority grouping cutoff wait times.

Third, we find only minimal evidence of patient complexity information at the granular clinical condition level being incorporated into current prioritization decisions. This finding is confirmed
during our discussions with Vancouver ED physicians. The physicians’ responses are that there are two possible reasons why ED personnel rarely think of patient complexity in the patient-choice decisions: the decision maker is incapable of properly assessing patient complexity at the moment and the CTAS lacks a structured guideline on how to assess complexity which can overcome such incapability. The benefit of incorporating complexity information into patient triage, a practice called complexity-based triage, has been discussed by Sagha\-fian et al. (2014). Because of the proven optimality of the $G_{Cy}$-rule, from an operational perspective when it comes to routing, if one incorporates patient-complexity information into routing decisions in the CTAS setting, it will likely lead to improved patient outcomes.

Lastly, the implementation of a delay-dependent prioritization policy and the incorporation of complexity information both call for decision makers to have high-levels of expertise, which suggests that it would be preferable to hire physicians for both triage (classification) and routing (prioritization) in contrast to having the ED administrator/chief nurse doing those tasks. Physician triage has been implemented in some hospitals and was found to improve certain operational performance measures such as ED length-of-stay, number of patients who left without being seen, and total time and number of days on ambulance diversion (Han et al. 2010, Rowe et al. 2011, Imperato et al. 2012). It may be worthwhile exploring whether implementing physician decisions in the entire ED patient-flow process—not only in triage but also in routing—would improve ED operations. Nevertheless, physicians are an expensive resource, and the efficiency of allotting the physician’s time to non-patient-treatment activities, for example, triage decisions, is questionable (Rowe et al. 2011). It is worth exploring whether the process of assessing patient priority and complexity can be standardized into a protocol that can be used by non-physician ED decision makers who do not have the requisite medical knowledge.

8. Conclusions and Future Research
In this paper, we studied the decision makers’ patient-routing behaviors in Canadian ED triage systems. We modeled the patient-choice behavior in a discrete choice-$G_{Cy}$ type framework and found that a decision maker’s perceived marginal patient waiting cost is best fit by a piece-wise linear concave function in wait time for each triage level.

The cost of ED patients waiting can be understood from three different perspectives: a clinical perspective purely driven by clinical outcomes, the patient’s perspective driven by her own satisfaction and utility, and the routing decision maker’s perspective driven by various aspects including objectives of the care-providing organization and clinical outcomes. The first two perspectives have been examined in the emergency medicine and OM literature. Gutf\-mann et al. (2011) found that patients present in an ED during shifts with longer average wait times were associated with higher
mortality rates and a greater chance of being admitted to a hospital within seven days of discharge from the ED. However, the clinical cost of waiting is not yet clearly understood at the individual patient level. Batt and Terwiesch (2015) empirically studied how ED congestion and queueing dynamics affect patient abandonment behavior. We studied the third perspective by identifying how patient waiting is perceived by the ED decision makers at the individual patient level.

One of our main findings is that the ED decision makers’ perceived marginal patient waiting costs flatten above certain threshold points. Aligned with the views of the ED physicians we presented our results to, we believe these phenomena may be driven by the CTAS fractile response objective, supported by the fact that the threshold points are close to the CTAS target wait times. However, there is the possibility that other incentives in the Canadian ED system unknown to us, may also be driving such results. As our framework is general enough to apply to other EDs with similar patient-visit level data, it would be interesting to compare our results to patient-routing behavior in other EDs. In particular, exploring EDs without the fractile response objective would provide a control-group for comparison. Even Canadian EDs subject to the same fractile response objective but in different regions of the country are worth exploring because such a study could identify local effects that may affect patient routing in certain ways. Such results would help improve the CTAS design to accommodate varying local patient characteristics, for example, offering different target wait times by region, which the current design does not do. Furthermore, repeating the analysis on US EDs, which use a different triage system (ESI) without the fractile response objective, can add insights into understanding patient routing behavior in EDs in general.

To our knowledge, we are among the first to empirically study the control side of queueing decisions in a multi-class queue regardless of application. A natural extension would be to apply our framework to other applications. In call centers, which is the primary application of studies in multi-class queue controls, the decision maker generally follows a predetermined routing rule. However, in some other applications, the decision maker may have discretion to route the customers and does not need to adhere exactly to the predetermined system routing rule. It may be interesting to explore human factors in routing decisions to understand when the decision maker adheres to the system’s predetermined rule and when she does not and whether it is related to queue length, average wait times in specific priority classes, or other operational performance measures of queues.
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Endnotes

1. In this paper, patient routing includes both 1) prioritization across different triage levels and 2) service disciplines within the same triage level, e.g., first-come first-served (FCFS) or not.

2. In the study EDs, this would often be the chief nurse or ED administrator with occasional input from the physician.

3. Several papers have empirically studied the customer’s own perception of waiting, e.g., Aksin et al. (2013), Yu et al. (2016). These papers aim at understanding customer’s waiting experience, rather than how the prioritization decisions are made. Another few empirical papers have looked into the server’s routing behavior, such as when to deviate from FCFS (Ibanez et al. 2017), and how the routing decision depends on workload, speed and service quality (Tan and Staats 2016).


5. In the Urgency(only)-based model, we can further assume the constant service speed $\mu_{\text{overall}} \equiv 1$, as the constant service speed can be absorbed into the coefficients in the function $f^{\text{Tri}}_w(\cdot)$ and $f_c(\cdot)$.
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Appendix A: Asymptotic Optimality of the $Gc^\mu$-Rule

The $Gc^\mu$ rule has been proved asymptotically optimal \cite{Mandelbaum2004, Gurvich2009} in a multi-class queuing system with non-decreasing marginal holding cost. However, according to Observation 2, the marginal holding cost can drop to a constant (e.g., zero) when the treatment starts. This violates the non-decreasing assumption of the $Gc^\mu$-rule. To reconcile this, we consider a new system where the marginal holding cost during the treatment period has been shifted up by a large constant $c$. According to our observations, $c_j(\text{wait}_j(t), X_j)$ is continuous, $X_j$ has finite support, and $\text{wait}_j(t)$ is bounded, hence, we can choose a sufficiently large $c$ such that $c > c_j(\text{wait}_j(t), X_j)$ for all patient and wait times. As a result, the marginal holding cost in the new system satisfies the non-decreasing assumption and the asymptotic optimality of the $Gc^\mu$-rule can be proved. Since the total holding costs in the new system and original system always differs by a constant ($c \times$ Total treatment time for all patients) when the same routing policy is used, the cost minimization problems in the two systems are equivalent. That means, if the $Gc^\mu$ is asymptotically optimal in the new system, it must be asymptotically optimal in the original system as well. Therefore, allowing the marginal holding cost to drop to a small constant will not undermine the asymptotic optimality of the $Gc^\mu$-rule.

Appendix B: No Skill-Based Patient Routing: Conditional Independence Test

Table 5  Independence Test Between Physician IDs and Triage Levels Conditional on Hour-of-Day and Weekday/Weekend

<table>
<thead>
<tr>
<th>ED</th>
<th>Likelihood Ratio Statistic</th>
<th>p-value</th>
<th>Pearson Statistic</th>
<th>p-value</th>
<th>No. of Obs.</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5384.11</td>
<td>0.799</td>
<td>5394.41</td>
<td>0.770</td>
<td>87,158</td>
<td>5,472</td>
</tr>
<tr>
<td>B</td>
<td>4676.08</td>
<td>1.000</td>
<td>5307.55</td>
<td>0.392</td>
<td>69,703</td>
<td>5,280</td>
</tr>
<tr>
<td>C</td>
<td>3017.18</td>
<td>1.000</td>
<td>3390.68</td>
<td>1.000</td>
<td>57,302</td>
<td>3,744</td>
</tr>
<tr>
<td>D</td>
<td>2668.71</td>
<td>0.144</td>
<td>2672.68</td>
<td>0.132</td>
<td>48,687</td>
<td>2,592</td>
</tr>
</tbody>
</table>

We excluded physician IDs that appear only occasionally in the 20-month study period (less than 10 days). Since those IDs have only treated a few patients, the independence test between those IDs and the triage levels would not be statistically meaningful. We perform independence tests between the remaining physician IDs and the patient triage levels treated by those physician IDs to explore whether more acute and difficult patients are likely assigned to certain physicians. Due to the fact that both physician shifts and patient triage levels have a pattern by hour-of-day and weekday/weekend, we test the independence conditional on hour-of-day and whether it is a weekday (Mon-Fri) or weekend (Sat, Sun). Table 5 reports the independence test results conditional on the hour-of-day and weekday/weekend combination, which contains 48 cells within a week (2 types of day * 24 hours). In our data, the expected counts in each cell is greater than 5 observations in all four EDs. Thus, according to the conventional rule of thumb \cite{McDonald2009}, both the G-test (likelihood ratio statistic) and Chi-square test (Pearson statistic) are acceptable for independence test. For both tests, the null hypothesis of independence between physician IDs and triage levels cannot be rejected at the 5% level of significance. This is consistent with what we have learned from the ED physicians and administrators.
that the assigning more acute or more difficult patients to certain physicians is not the discipline in the study EDs and in general. Using the same test methods, we also find independence between physician IDs and patient Chief Complaint System (CCS) codes which classify patients at the clinical department level (the minimum p-value is 0.617 for all four EDs).

Appendix C: Decision Maker Heterogeneity

As alluded to in Section 4.1, we expect every ED to have consistency in the patient routing decisions, and assume a single decision maker in each ED. We test whether our findings are robust when it comes to potential decision maker heterogeneity. Our approach is to estimate a random coefficients model also known as mixed logit, where the coefficients of interest are allowed to vary by a parametric structure (normal distribution) across individual choice makers. We estimate the normally distributed random triage-level intercepts and slopes of the piece-wise linear marginal waiting cost function (Equation (6)) with the break-points fixed at the locations from the non-random model reported in Table 5. The mixed logit model also relaxes the IIA property of the conditional logit model and allows correlation across valuation of patients in the same choice incident. However, the information necessary to identify the choice maker, such as work shift schedules of ED personnel, is not available.

We take two different approaches to isolate the decision maker’s identity. First, we approximate identity by work shift combinations of day-of-the-week and day-night groupings. For instance, we treat Monday-day, Monday-night, and Tuesday-day as different shifts. Hence there are a total of 14 shifts per week. Second, we use the masked physician ID information for each patient visit. We use this as the identifier of possible decision maker heterogeneity. Both estimation results show that decision maker heterogeneity is statistically insignificant at the 5% level.

Appendix D: Unobserved Patient Heterogeneity

Our data contains rich information for each individual patient which includes CCD, age, sex, method of arrival, and discharge decision. This allows us to successfully control patient heterogeneity. Yet, there still may be patient characteristics that affect the decision makers’ patient choice but are not observed by the researcher. An example may include extreme medical conditions requiring special resources that are not captured by the control variables. If so, omitted variable bias may be a concern in Equation (3), as it violates the iid assumption of the error term $\varepsilon$ in the conditional logit model.

Our approach in this regard is to model the unobserved heterogeneity as a random intercept,

$$\pi_j \sim \mathcal{N}(0, \sigma^2_\pi),$$

which is associated with patient $j$ and is consistent across choice incident $t$. The valuation of choosing patient $j$ at choice incident $t$ then has the following expression

$$V_{jt}(\pi_j, wait_j(t), X_j) = (\pi_j + f_{trj}^\pi)(wait_j(t)) + f_{c}(X_j)\mu_j.$$

The consistency in choice incidents addresses possible serial correlation in patient valuation across different choice incidents. The likelihood of observing the sequence of choices is given by

$$L = \int \prod_{t} P(c(t) | \Sigma(t)) f(\pi | \sigma_\pi) d\pi,$$
Table 6  Robust Analysis: Estimation Results of Unobserved Patient Heterogeneity Term

<table>
<thead>
<tr>
<th></th>
<th>ED A</th>
<th>ED B</th>
<th>ED C</th>
<th>ED D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_\pi$</td>
<td>0.0085</td>
<td>0.0058</td>
<td>0.0099</td>
<td>0.0123</td>
</tr>
<tr>
<td></td>
<td>(0.1181)</td>
<td>(0.0821)</td>
<td>(0.1262)</td>
<td>(0.1351)</td>
</tr>
</tbody>
</table>

Standard errors in parentheses.

where choice probability, $P(c(t)|\Sigma(t))$ is equivalent to Equation (4) with Equation (10) as the valuation term. Unfortunately, the integral in Equation (11) does not have a closed form. Hence, we cannot compute the likelihood function exactly. Instead, we approximate the choice probabilities through simulation and maximize the simulated log-likelihood function. We take $R$ number of draws from $f(\pi|\sigma_n)$ for each patient and let $\pi^{rd}_j$ denote the $r$-th draw of patient $j$. The simulated log-likelihood function of the observed choice sequence is constructed as

$$\ln SL = \ln \frac{1}{R} \sum_{r=1}^{R} \prod_{t} P_t(c(t)|\pi^{rd}_j, \text{wait}_j(t), X_j \ \forall j \in \text{ChoiceSet}(t)). \quad (12)$$

The estimation of Equation (12) is computationally difficult as we cannot take advantage of the log-transformation in log-likelihood functions. The dimension of $t$, the number of choice incidents, is large in all EDs we studied, ranging from 31,427 to 56,604. Hence, the simulated probability of observing the choice sequence, $\prod_{t} P(c(t)|\pi^{rd}_j, \text{wait}_j(t), X_j \ \forall j \in \text{ChoiceSet}(t))$, is very small and brings in computational challenge.

In order to circumvent this problem, we propose an alternative model where we group the choice incidents by each calendar day and assume that the random error term of unobserved patient heterogeneity is drawn from a distribution each day instead of the entire sample path. Driven by Observation 4, we already excluded choice incidents between 2AM and 10AM in each day, so there is no overlap of patients across different days. With this structure, the patient valuation function is:

$$V_{jd}(\pi_{jd}, \text{wait}_j(t), X_j) = (\pi_{jd} + f^r_{\sigma}(j)(\text{wait}_j(t))) + f_\sigma(X_j)\mu_j, \quad (13)$$

where, $\pi_{jd} \sim N_d(0, \sigma_n^2)$. For the grouped data, there are a total of $D$ days and each day, $d$, has $T_d$ choice incidents. Then the likelihood function can be expressed as following:

$$L = \prod_{d=1}^{D} \left( \prod_{t=1}^{T_d} P(c(t)|\pi_{jd}, \text{wait}_j(t), X_j \ \forall j \in \text{ChoiceSet}(t)) \right) f(\pi|\sigma_n) d\pi. \quad (14)$$

And the simulated log-likelihood function for the observed choice sequence is:

$$\ln SL = \sum_{d=1}^{D} \ln \frac{1}{R} \sum_{r=1}^{R} \prod_{t=1}^{T_d} P(c(t)|\pi^{rd}_{jd}, \text{wait}_j(t), X_j \ \forall j \in \text{ChoiceSet}(t)). \quad (15)$$

Estimation of Equation (15) is more manageable than Equation (12) as the number of choice incidents in a day, $T_d$, ranges from 68 to 110. We estimate Equation (15) with a piece-wise linear marginal waiting cost function (Equation (5)) by taking 50 halton draws (Train 2000) from $N_d(0, \sigma_n^2)$. Coefficient estimates of the piece-wise linear marginal waiting cost function are robust to our main findings in Section 5.2. The estimate of $\sigma_n$ is statistically insignificant for all four EDs suggesting there is not enough evidence to support unobserved patient heterogeneity in our model (Table 6).
Appendix E: Independence from Irrelevant Alternatives (IIA) Property of The Conditional Logit Model

The conditional logit model exhibits a certain substitution pattern across alternatives which is known as the property of independence from irrelevant alternatives (IIA). Specifically, the ratio of the probabilities of patients $i$ and $k$ being chosen in $Choice.Set(t)$ can be expressed as

$$
\frac{P(i|\Sigma(t))}{P(k|\Sigma(t))} = \frac{\sum_{j \in Choice.Set(t)} \exp(V_{it}(wait_j(t),X_i))}{\sum_{j \in Choice.Set(t)} \exp(V_{jt}(wait_j(t),X_j))} = \exp(V_{it}(wait_i(t),X_i) - V_{kt}(wait_k(t),X_k)).
$$

(16)

The relative odds of patient $i$ being chosen over patient $k$ depend only on the characteristics of patients $i$ and $k$, and are independent of what other patients are present in the ED at $Choice.Set(t)$ and what characteristics the other patients have. Hence, the substitution pattern is known to be IIA. In the context of ED patient routing, the IIA property of the conditional logit model can be viewed as a restriction on the substitution pattern between two patients.

To test whether the IIA property is a reasonable assumption for the observed data, we investigate the mixed logit model, which has been discussed in Appendix C. The conditional logit model used in this paper is a special case of the mixed logit model when the random slopes and intercepts of the piece-wise linear marginal waiting cost specification have zero variance (Train 2009). After fitting the mixed logit model, the statistical insignificance of the variances at the 5% level suggests that the observed data exhibits the IIA pattern.

Appendix F: Number of Break-points in Piece-wise Linear Specification

Our conditional logit-$Gc$ framework has assumed that the piece-wise linear marginal waiting cost functions, $f_{\text{tri}(j)}^\text{wait}(t)$ for $\text{tri}(j) \in \{2, 3\}$, have at most one break-point per triage level. To justify this assumption, we fit a marginal cost function with two and three break-points using the estimation method introduced in Muggeo (2003), which can identify multiple break-points. Estimation results from the two-break-point piece-wise linear marginal waiting cost functions are plotted in Figure 5. We find that the marginal waiting cost slope plateaus after the largest break-point for each triage level in a manner similar to the one-break-point model (Figure 2). Hence, the phenomena of the piece-wise linear marginal waiting cost function flattening after a threshold are robust to the number of break-points in the piece-wise specification.

Appendix G: Asymptotic Property of the MLE for the Conditional Logit-$Gc$ Framework

We next prove consistency of the MLE under the conditional logit-$Gc$ framework. We first provide a formal description of the general conditional logit-$Gc$ framework. We strive to define the setting with sufficient generality so that it covers all models we have compared earlier (e.g., Urgency-only-based or Complexity-based model, different functional forms of $f_{\text{tri}(j)}^\text{wait}(\cdot)$).
Figure 5  Robust Analysis: Two Break-points in Piece-wise Linear Marginal Waiting Cost

**Observed Data:** The researcher observes a sequence of $n$ choice incidents. In each choice set $t$, she observes the data for each patient’s fixed attributes and waiting time, $\Sigma(t)$ (defined in (5)), as well as the index of the chosen patient, $c(t)$. Therefore, the observed data for each choice incident can be summarized as $(c; \Sigma)$. To simplify the notation, we may drop the index $(t)$ in the subsequent analysis when there is no ambiguity. Let $\Omega$ denote the domain of $(\text{wait}_j(t), X_j)$. Since the choice set can contain $r(=1, 2, \ldots)$ patients, the domain of $\Sigma$ can be expressed as $\Omega := \bigcup_{r=1}^{\infty} \Omega^r$.

**Model Parameters:** The choice probability is predicted using formula (4), with the deterministic value function $V_j(t, X_j)$ defined in (7). In the expression (7), we assume that the function $f_c(X_j)$ is linear and have the following form

$$f_c(X_j) = \alpha_0 + \sum_{m=1}^{M} \alpha_m X_{jm},$$

where $X_{jm}$ denotes the value of the $m^{th}$ attribute of patient $j$ ($m = 1, \ldots, M$). We assume the univariate functions, $f_{\text{Tri}}(\text{wait}_j(t)) \forall \text{Tri}(j) \in \{2, 3\}$ are polynomial regression splines with the highest degree $D$ and $B$ break-points, i.e.,

$$f_{\text{Tri}}(\text{wait}_j(t)) = \sum_{d=1}^{D} \beta_d^\text{Tri}(j)(\text{wait}_j(t))^d + \sum_{b=1}^{B} \beta_b^\text{Tri}(j)(\text{wait}_j(t) - \delta_b^\text{Tri}(j))^+D$$

---

(a) ED A

(b) ED B

(c) ED C

(d) ED D
Note that we assume the polynomial splines do not have a degree-0 term so \( f_{w^r}(0) = 0 \) for all triage levels, as the constant intercept \( a_0 \) has already been included in the \( f_w(X_j) \) function.

The polynomial regression spline is a standard tool for fitting continuous but possibly nonlinear and non-smooth functions with unknown parametric forms [Dierckx 1995, Ruppert and Carroll 1990, Antoniadis et al. 2011], and thus well serves for our purpose. It also covers all functional forms that we have discussed earlier in Section 4 and 5. For example, \( D = 1, B = 1 \) leads to a piece-wise linear function, and \( D = 3, B = 0 \) corresponds to the cubic model with no break point. This framework also covers the three patient complexity models by plugging different values of \( \mu_j \) into the expression of \( V_{jk} \).

The parameters in our model thus includes coefficients for the fixed attributes \( \alpha = \{a_k | k = 0, \ldots, K \} \), coefficients in the piecewise polynomials \( \beta := \{\beta^T_k | k = 1, \ldots, D+B, Tri = 2,3 \} \), and locations of the breakpoints \( \gamma := \{\gamma^T_k | b = 1, \ldots, B, Tri = 2,3 \} \). We use a vector \( \theta := (\alpha, \gamma, \beta) \) to record all the parameters. Note that the integers \( D \) and \( B \) are also parameters that we have to choose. We will first discuss the asymptomatic properties for \( \theta \), and then discuss the identification issue for \( D \) and \( B \) in the end of this section.

The MLE: Let \( \Theta \) denote the candidate set of \( \theta \). Let \( \hat{\theta}^n \) denote the MLE \( \theta \) for a sequence of \( n \) choice incidences, that is,

\[
\hat{\theta}^n := \arg \max \{ \ln L^n(\hat{\theta}) | \hat{\theta} \in \Theta \}
\]

where

\[
\ln L^n(\hat{\theta}) = \ln \prod_{t=1}^{n} P(c(t) | \Sigma(t), \hat{\theta}) = \sum_{t=1}^{n} \ln P(c(t) | \Sigma(t), \hat{\theta})
\]

with \( P(c(t) | \Sigma(t), \hat{\theta}) \) given by (1) conditional on parameters \( \hat{\theta} \).

We prove that under some regularity conditions, \( \hat{\theta}^n \), the MLE for a sequence of \( n \) choice incidents, converges to \( \theta \), the MLE for the true log-likelihood function, when \( n \to \infty \) (The proof and some discussions about the assumptions can be found at http://blogs.ubc.ca/yding/files/2018/03/PatientChoice-Final-supplementary.pdf).

**Theorem G.1 (Consistency of MLE)** Given fixed integers \( D \) and \( B \), assume:

- (a1) \( \{\Sigma(t)|t = 1, \ldots, n\} \) is a positive recurrent and periodically stationary Markovian process. Therefore, it is ergodic, which means there exists a limiting probability measure \( \pi \), such that

\[
\frac{1}{n} \sum_{t=1}^{n} 1(\Sigma(t) \in A) \overset{p}{\to} \pi(A) \text{ for all } A \subseteq \Omega.
\]  

- (a2) \( \Theta \) is compact.

- (a3) The data of fixed patient attributes are not multicollinear, that is, the matrix \( ((1, X_j)^T | \text{ all patient } j \text{ observed in the data}) \) has full column rank.

- (a4) \( X_j \) has a finite domain; \( wait \), has a finite upper bound \( \overline{W}^{Tri(j)} \) for \( Tri(j) = 2,3 \). (We do not observe any wait times larger than 702 mins and 720 mins for triage level-2 and -3, respectively. Thus, a reasonable upper bound can be \( \overline{W}^2 = 702 \) mins and \( \overline{W}^3 = 720 \) mins.)

- (a5) Any two patient attribute vectors \( X_j \) can appear in the same choice set with a positive probability.

- (a6) Conditional on any fixed patient attributes \( X_j \), \( wait \) has a positive density over \([0, \overline{W}^{Tri(j)}] \).

Then when \( n \to \infty \),

\[
\hat{\theta}^n \overset{p}{\to} \theta.
\]
Asymptotic Normality: Although $\hat{\theta}^n \approx \theta$, the asymptotic distribution of $\hat{\theta}^n$ is generally not normal. This is because the MLE can sometimes be achieved at the boundary of $\Theta$, in which case the asymptotic distribution of the MLE has to be asymmetric and therefore not normal (see the example in p.2144 of Newey and McFadden [1994]). To see that the MLE can be achieved at the boundary of $\Theta$, recall the previous example in which $V_j(wait_j(t), X_j) = \beta_1 wait_j(t)$ and FCFS holds in all choice incidents. Then the MLE of $\beta_1$ is achieved at the boundary of $\Theta$.

Appendix H: Out-of-Sample Test

To perform the out-of-sample test, we create an out-of-sample (test) data that collects all patient visits to the four study EDs during 10am-2am the next day from December 2014 to February 2015, excluding the last choice incident in each physician shift. We estimate the model coefficients (See Table 4) using the in-sample (training) data from April 2013 to November 2014, and predict the choice probability for each patient in the out-of-sample data. These predictions allow us to evaluate the prediction power of the structural estimation framework and further justify the validity of our framework replicating the ED decision makers patient routing decisions. To obtain a robust assessment, we use three different goodness-of-fit metrics.

The first metric is the McFadden’s pseudo $R^2$ (McFadden 1973). For the same data set, a larger pseudo $R^2$ suggests a better fit in terms of log-likelihood. However, the pseudo $R^2$ heavily depends on the nature of the data set and thus is not often used as performance measure for out-of-sample test (Train 2009, Sung et al. 2016).

The second metric is the fitted probability (Louviere and Hensher 1983, Pardoe and Simonton 2008). The model marks the patient with the highest predicted probability in each choice set as the predicted choice, and calculate the percentage of correctly predicted choice sets as the fitted probability (Li 2002). The fitted probability provides a direct measure of the model’s capability in identifying the actual choice. Nevertheless, in some researchers’ opinions (Train 2009), choice models provide a list of predicted probabilities, rather than saying that the alternative with the highest probability must be selected. Therefore, it can be criticized that the fitted probability does not use the entire message that the model attempts to deliver.

Due to the above limitations of the pseudo $R^2$ and fitted probability, we consider a third metric for prediction accuracy, namely the area under the receiver operating characteristic curve (AUROC). The AUROC is a standard statistical tool to measure prediction accuracy for binary data (Fawcett 2006, Lowsky et al. 2013), and is therefore applicable to our setting in which each patient has binary outcomes: selected (positive) or not (negative). For a given threshold $\eta \in [0,1]$, patients in a choice set are marked as “selected” if their predicted probabilities are higher than $\eta$, and are marked as “not selected” otherwise. The method then calculates the true positive rate (percentage of correct predictions among the selected patients) and false positive rate (percentage of false predictions among the remaining patients). By varying $\eta$ from 0 to 1, one may plot the receiver operating characteristic (ROC) curve whose X- and Y-coordinates correspond to the false and true positive rates for each $\eta$, respectively, and calculate the AUROC value. As a result, the average chance for a patient to be marked as selected for all $\eta \in [0,1]$ is proportional to her predicted probability. Therefore, the AUROC has effectively incorporated all the predicted probabilities into its assessment and is therefore better aligned with the estimation results compared to fitted probability.
We calculate the three prediction performance metrics for the *Urgency*(only)-based model with three functional forms of $f_T^*(\cdot)$ that we have considered: linear, cubic, and piece-wise linear (We did not test the constant and quadratic model, because the constant has a poor performance even for the study data, and the quadratic model is similar to the cubic). The comparison is summarized in Table 7. We find that the piece-wise linear model outperforms the other two with respect to both pseudo $R^2$ and AUROC. For fitted probability, the piece-wise linear model also outperforms in ED A, C, and D. In ED B, although the piece-wise linear model performs slightly worse than the cubic model, the p-value (=0.960) shows that the difference is not statistically significant. Therefore, the out-of-sample test shows that the piece-wise linear model achieves the best performance among the three models for all three test metrics, which demonstrates the robustness of the results.

<table>
<thead>
<tr>
<th>ED</th>
<th>Marginal waiting cost function</th>
<th>Log-likelihood</th>
<th>Pseudo $R^2$</th>
<th>Fitted Probability (P-value)</th>
<th>AUROC (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Linear</td>
<td>-23584.4</td>
<td>0.065</td>
<td>24.4% (0.035)</td>
<td>0.723 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>-23338.4</td>
<td>0.075</td>
<td>24.4% (0.047)</td>
<td>0.731 (0.804)</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>-23304.4</td>
<td>0.076</td>
<td>24.9%</td>
<td>0.731</td>
</tr>
<tr>
<td>B</td>
<td>Linear</td>
<td>-13515.8</td>
<td>0.080</td>
<td>45.6% (0.000)</td>
<td>0.772 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>-12452.5</td>
<td>0.152</td>
<td>48.7% (0.960)</td>
<td>0.802 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>-11922.7</td>
<td>0.188</td>
<td>47.9%</td>
<td>0.812</td>
</tr>
<tr>
<td>C</td>
<td>Linear</td>
<td>-11445.8</td>
<td>0.137</td>
<td>39.8% (0.000)</td>
<td>0.781 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>-11053.4</td>
<td>0.167</td>
<td>41.1% (0.152)</td>
<td>0.794 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>-10783.4</td>
<td>0.187</td>
<td>41.6%</td>
<td>0.803</td>
</tr>
<tr>
<td>D</td>
<td>Linear</td>
<td>-10023.8</td>
<td>0.088</td>
<td>36.8% (0.204)</td>
<td>0.749 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Cubic</td>
<td>-10052.1</td>
<td>0.085</td>
<td>36.4% (0.062)</td>
<td>0.751 (0.000)</td>
</tr>
<tr>
<td></td>
<td>Piece-wise linear</td>
<td>-9841.5</td>
<td>0.104</td>
<td>37.1%</td>
<td>0.756</td>
</tr>
</tbody>
</table>

P-value refers to significance of the difference from the piece-wise linear model.

The pseudo $R^2$ values reported in Table 7 are comparable to the pseudo $R^2$ values that we obtained from the study data estimation results (see Table 4). We have argued earlier that these pseudo $R^2$ values indicate reasonably good except for ED A. For the fitted probability, the average choice set sizes are 10.4, 5.5, 7.1, and 6.8 in the four EDs respectively, which corresponds to average fitted probabilities of 9.6%, 18.3%, 14.0%, and 14.7% by completely randomized draws. Our structural estimation framework significantly outperforms the randomized draws. Unlike the pseudo $R^2$ and fitted probability which are both sensitive to data structure (e.g., choice set sizes), the AUROC test provides a universally comparable metric for binary prediction performance. A five level performance accuracy classification is widely accepted in the statistics community: excellent (0.9-1.0), good (0.8-0.9), fair (0.7-0.8), poor (0.6-0.7), fail (0.5-0.6) regardless of the data and prediction sources ([Tape], [Pines et al., 2012]). According to Table 7 the prediction accuracy of the piece-wise linear model is between good and fair, which supports the effectiveness of our framework.