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INTRODUCTION

MEDIA CAUSES AND MEDIA
| EFFECTS

The premises with which we begin are not arbitrary ones, not dogmas, but real
premises from which abstraction can only be made in the imagination. They
ate the real individuals, their acrivity and the material circumstances in which
they live, both those which they find and those produced by their activity. These
premises can thus be verified in a purely empirical way.

~ Karl Marx, The German Ideclogy, 1845°

In 1846, Karl Marx surveyed the philosophical scene in Germany. He

was not happy with what he saw. The thinkers of his day, he com-
plained, had mistaken speculative philosophy for hard science. They
loved to play with ideas, but they never quite got around to testing
them in the real world. The result was a thick bramble of vague con- -
cepts', imprecise notions, and fuzzy impressions that, while perhaps
entertaining, never really added up to a concrete theory of anything.
Marx thought these philosophers were doing their countrymen a dis-
service. Things were changing rapidly, and people needed to understand
why. He therefore set about trying to explain these ongoing changes by
means of a rigorous, empirically testable theory of history.

A similar situation obtains today in communications studies. The
most influential thinkers in the field are, like the philosophers of Marx’s -
day, a bit too fond of high-flown ideas and not fond enough of the
solid facts. They propose theories that are at once hard to understand,
difficult to test, and sometimes just plain wrong. These deficiencies are
unfortunate because, as in Marx’s era, things are changing rapidly.
In the last quarter century, we have witnessed a rare event in human
history: the birth of a new medium, the Internet. Although pundits tend
to exaggerate its impact, it is certain that that impact is significant. The
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Internet has changed the way we work, what we consume, how we
play, whom we interact with, how we find things out, and myriad

other details about the way we live. Yet we don’t have a good way to-

understand where the Internet came from and what it is doing to us, so
we are to some degree adrift.

This book is intended to help us find our way by means of two
theories about the media in general and the Internet in particular. The
first endeavors to explain why successive media — speech, writing, print,
audiovisual devices, and the Internet — arose when and where they did.
The second endeavors to explain what these media did and are doing to
the way we organize ourselves and what we believe. In this introductory
chapter, we will begin by discussing existing theories of media causes
and effects, all of which, save one, are deficient. We will then turn to the
single exception, the theory of media genesis and effects propounded by
Harold Innis. Finally, building upon Tnnis’s ideas, we will lay out the
theories that form the backbone of this book.

MARSHALL McLUHAN

Any discussion of media theory must begin with Marshall McLuhan,

if only because he coined its most famous expression ~ “the medium

is the message.” Everyone knows this cliché, everyone repeats it, but,
alas, few agree on what it means or whether it’s true. The same might
be said of McLuhan’s writings generally: they are widely known, they
are widely read, yet they provoke as much head-scratching as compre-
hension. By all accounts, McLuhan wasan adventurous, inventive, and
imaginative thinker, but he didn’t write very clearly. Here he is, for
example, explaining “the medium is the message” in 1964.

In a culture like ours, long accustomed to splitting and dividing all things as
a means of control, it is sometimes a bit of a shock to-be reminded that, in
operational and practical fact, the medium is the message. This is merely to
say that the personal and social consequences of any medium — that is, of any
extension of ourselves — result from the new scale that is introduced into our
affairs by each extension of ourselves, or by any new technology.*

How should we understand this crucial passage? With a bit of effort,
we can find the central hypothesis of all media studies — that media do
something to us. Here McLuhan says they have “personal and social
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consequences,” a promising start. You might think that the next sen-
tence — or at least one nearby — would be something like “and those
consequences are...,” followed by a series of empirical claims. This
medium does this, this medium does that, and this medium does the
other thing. If you had such an expectation, you would be disappointed.
Reading on, however, you would encounter random nuggets like “An
abstract painting represents direct manifestation of creative thought
processes as they might appear in computer design,” and “Alexis de
Tocqueville was the first to master the grammar of print and typogra-
phy.”? Yet, search as you might, you will find no clear, well-articulated
theory linking specific causes ~ kinds of media — with specific effects -
“personal and social consequences.” Perhaps such a theory could be
constructed out of carefully selected passages in McLuhan’s oeuvre, but
it would be a bit of a Frankenstein’s monster — an unholy composite of
parts never intended by their maker to be united in one being.

McLuhan, then, was not really a theorist in any straightforward,
empirical sense. Nonetheless, we should recognize that he made a crucial
contribution to media studies and therefore our project: he focused
scholarly attention on the media themselves — talking, wriring, printing,
electronic signals — as opposed to the information the media convey.
He separated the medium from the message and, in so doing, founded
the central program of modern media studies, that which attempts to
describe and explain the effects of media on the human mind and human.-
groups. Nearly all researchers in media studies pursue some version
of this program today. A number of reasonably coherent “schools,”
however, stand out: the Mentalist, the Marxist, and the Matrixist.

THE MENTALISTS, THE MARXISTS, AND THE MATRIXISTS

The Mentalists — Walter Ong, Eric Havelock, and Jack Goody being the
best-known among them -~ are united in the conviction that media in
general and literacy in particular make people think differently.* Learn-
ing to read and write, they propose, rewires the brain and enables new
cognitive abilities. This was and remains a sensible, sexy hypothesis.
We know that the brain undergoes radical changes during maturation,
and as it does, new mental capacities emerge. Children can’t talk and
then they can. They can’t reason and then they can. They can’t do arith-
metic and then they can. Learning to read and write — and by extension
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learning to use any other medium ~ must do something to our minds.

- If’s true, it must. The difficulty is discovering just what that may be. If
media are the cause, then what are the cognitive effects? The answer
would seem to be simple enough: new modes of thought. But what are
these “modes of thought”? How many are there? And what exactly
differentiates them? The Mentalists often answer this question by posit-
ing dichotomies: “civilized” versus “savage” thought, “rational” versus
“irrational” thought, “logical” versus “illogical” thought. These dual-
ities are mot very specific, but they do have the virtue of being real
and therefore observable. Take the last of them, logical versus illogical.
There is indeed something very specific called “logic”; it is used by the
human mind to think; and it is unevenly distributed among humans -
some people reason logically and some don’t.

Logic, then, presents a clear test of the Mentalists’ thesis that media
change the way people think. If literacy causes logic, then the Mentalists
are right; if not, they are wrong, at least as far as the impact of literacy
is concerned. Careful anthropologists have run this test in the field and
the results are definitive: there is no direct, causal relationship between
learning to read and write and the cognitive capacity to think logically.s
Teaching people to read and write has a significant impact on their
ability to read and write, but not necessarily on their ability to reason.
This result, of course, doesn’t mean the Mentalists are incorrect on
all counts. We may yet find ways in which media mold the mind. At
present, however, we don’t know of any.

While the Mentalists pursue the cognitive side of McLuhan’s pro-
gram, the Marxists and their modern followers, the Critical Theorists,
investigate the macro-political side. The founders of this line of inquiry ~
Theodor Adorno, Max Horkheimer, Herbert Marcuse® — were practi-
tioners of “media studies” avant le lettre and avant McLuhan, They
were interested in a lot of different things, but one of their central
concerns was to explain the persistence of capitalism long after Marx
predicted it would collapse. Their disciples are still mining this vein.”?
The marxisant Critical Theorists are much less focused, though it would
be fair to say that they are concerned with comprehending the way cap-
italist mass media engender and maintain various forms of illusion,
alienation, and oppressiorn.? The idea of a “Culture Industry” is cen-
tral to the Marxists and Critical Theorists. Simply stated, the Culture
Industry thesis holds that the late capitalist mass media turn people into
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obedient consumers, making them willing victims of exploitation, and

thereby ensuring the survival of capitalism itself. In Marx’s day, reli-.

gion was the opiate of the masses; in-our day, the Marxists and Critical
Theorists claim, it’s the mass media.

Like the Mentalists’ literacy thesis, the Culture Industry thesis has
the cardinal virtue of being testable. If we find that the presence of mass
media hinders the development of socialist {or, generally, noncapitalist)
institutions, then they are right; if not, they are wrong. Over the past
half century this test has been run all over the world, and again the
results are unmistakable: the presence of mass media has no discernable
impact on the likelihood that a region will drift to the left. After World
War I, Western Europe evolved a sort of free-market socialism; the
United States did not. Since both had robust Culture Industries, we
can conclude that the mass media had no determinative effect.® The
Marxists and Critical Theorists are certainly correct that the media
affect society. It’s just that their theory is unable to describe or explain
those effects.

The third school might be called “Postmodernist” or “Poststruc-
turalist,” but those tags are too broad. A more telegraphic tag would
be the “Matrixist School,” after the popular 1999 science fiction film
The Matriz. The film portrays a universe comprised of a real part {the
earth) and a computer-simulated part (the Matrix). Humans actually
exist in the real part in life-support pods. They, however, don’t know.~
this. As far as they’re concerned they live in 2 modern city circa 2000.
But their city is only a very sophisticated representation. In short, the
“residents”™ of the Matrix are brains in vats. The writings of Jean Bau-
drillard in some measure inspired the film.*® In essence, Baudrillard
argues that modern media have produced something like the Matrix.™
Thanks to mass communications, Baudrillard says, we no longer live in
a real world where representations refer to realities. Rather, we live in
a media-created world where representations only refer to other repre-
sentations. Of course, like the people in the fictional Matrix, we don’t
realize we are brains in vats. Thus, Baudrillard overturns McLuhan:
the medium is no longer the message, but instead the technology that
obscures all real messages.

It’s hard to know what to make of Baudrillard’s theory. It rests on 2
solid empirical foundation: people are sometimes fooled into thinking
that representations are real. But, like the Marxists, the Matrixists seem




A HISTORY OF COMMUNICATIONS

to go too far.* Media are powerful, but they are not all-powerful. Most
people have no difficulty distinguishing reality from representation, even
when the latter is presented by fancy modern dg;vicés. Is there anyone
who thinks that “Reality TV,” for example, is reality in the full-blooded
sense? Moreover, most people realize that the media can be used to trick
them. Everyone knows not to “believe the hype” produced by the media.
Hollywood is the “Dream Factory,” not the “Reality Factory.” The key
question, empirically speaking, is this: How effective are different media
gua media at deceiving people, or rather, at prompting them to confuse
representation and reality? The Matrixists never pose this question, so
they never answer it.

HAROLD INNIS

McLuhan pointed media studies in the right direction by telling us
that media themselves — not the information they convey — do some-
thing to us, but he refused to be specific. The Mentalist, Marxist, and
Matrix schools are specific, but their theories are empirically unsat-
isfying. If we desire a convincing theory of media effects, one that
will explain the impact of media generally, then we will have to look
elsewhere.

Fortunately, there is someplace promising to look, namely, to the
neglected work of Harold Allen Innis. Innis was a peculiar figure.* He
worked as an economic historian at the University of Toronto, where
McLuhan was a student and later a professor. All of his early writings
suggest a cast of mind that was profoundly different from McLuhan’s.
The titles of Innis’s early monographs tell us much of the man: A His-
tory of the Canadian Pacific Railroad (1923), Fur Trade in Canada: An
Introduction to Canadian Economic History (1930), Cod Fisheries: The
History of an International Economy (1940).% These works were exer-
cises in economic empiricism, not abstract engagements in high-flying
theory. Believe it or not, they turned Innis into an academic celebrity.
He was perhaps the most respected scholar in Canada ‘in the prewar
years, the celebrated founder of what is still known as the “Staples
Theory” of Canadian economic development. In the early 1940s, Innis
began ~ predictably enough — to study another staple of the Canadian
economy, pulp and paper. This research, however, led him in a new
and unforeseen direction. '
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Although all of Innis’s writing had focused on Canadian economic
history, he was an admirer of grand historical thinkers such as Oswald .
Spengler, Arnold Toynbee, Alfred Kroeber, and Pitrim Sorokin, all of
whom had written well-received books charting the rise and fall of
civilizations.*S By a peculiar connection, pulp and paper gave Innis the
opportunity to try his hand at this sort of universal narrative. In the
19308, two Classics scholars, Milman Parry and Albert Lord, set about
trying to prove, horribile dictu, that the works of beloved Homer were
first sung by ancient, pre-literate bards and only much later written

“down.*® To demonstrate this outrageous thesis, they needed to show

that something of Homeric complexity, beauty, and length could be
composed and vocalized by unlettered minstrels. So they traveled to
the Balkans to record singers who, so it was said, still sang long heroic
tales. Sing they did, and Parry and Lord rocked the world of Classical
scholarship by demonstrating that “Homer” might have been an oral
tradition rather than a great writer. The traces of what came to be

known as “orality,” they showed, were evident in the written versions

of the Iliad and the Odyssey. The buzz about Parry and Lord’s research
could be heard in Classics departments all over the world, including that
at the University of Toronto. Innis knew people there, and knew them
well. Whether Professors Charles N. Cockrane or Edmund T. Owen
introduced Innis to Parry and Lord’s revolutionary work is not known,
but they are credited by Innis himself with stimulating his “interest in
the general problem” of communications history.*7

Whatever the source, Innis realized that Parry and Lord’s primary
theoretical finding might be fruitfully extended: communications tech-
nologies might not only shape content, as orality had shaped the Iliad
and Odyssey, but they might also mold the societies in which they were
deployed. Over the next few years before his tragic death from cancer
in 1952, Innis explored this hypothesis with respect to two questions:
(1) How do new media arise? and {2) What do different media do?*®
His answers, we hope to show, were in the main correct.

WHY MEDIA ARISE

Innis proposed that new media were “ptﬂled” into broad use by rising |
demand, not driven by rising supply. Demand comes first and supply
follows. This theory has been validated by scholars studying the more
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general process of technical innovation, adoption, and dissemination.™

Thanks to their work, we know what might be called the “rules” gov-
erning the discovery of a new tool, its initial use, and its spread through a
population. As we will see, new media follow these rules rather exactly.

Rule 1: Groups of tinkerers discover new technologies. How are new tech-
nologies conceived? We sometimes say that protean geniuses — your da Vincis,
Edisons, and Oppenheimers ~ come up with them, but that’s wrong. These
folks were smart and creative, but they had a lot of help.>® Others were on
the “trail of discovery,” and some were quite close to the end when the dis-
covery was made. Alas, we forget about them in our haste to create idols.
We also sometimes say that “necessity is the mother of invention,” but that’s
wrong too. Clearly, something impels people to create, but we know it’s not
necessity.** For the first 170,000 years of human existence we lived. under
dire necessity ~ thirst, hunger, disease ~ yet we invented almost nothing. Alas,
we seem to have forgotten that as well. What the record shows is that groups

of interested people — tinkerers ~ almost always stand behind the discovery -

of new technologies. Tinkerers do not work alone, and they do not work
because they must. They work together with others on problems that may or
may not be “objectively” important.

Rule 2: Tinkerers can only discover the technologies in their technome. We
like to talk about technological “leaps,” mosments at which we jump from
now into the future. This is a flattering metaphor, but if’s inaccurate. Like evo-
lutionary change, technological change is almost always incremental. Darwin
said natura non facit saltum; we should say technologia non facit saltum.
Indeed, the parallel is quite close. One of the principles of biclogical evolu-
tion is that the potential of a species to evolve new traits is constrained by its
genome, that is, the set of genes it has available. It might be evolutionarily
advantageous for your progeny to have wings, but it’s simply not possible
given the genes Homo sapiens has to work with. The same principle holds
for technological progress: the potential of tinkerers to invent new technolo-
gles is constrained by their “technome,” that is, the set of technologies {in
the broad sense) available to them. Leonardo and his colleagues probably
would have been pretty excited about building an A-bomb, but the technome
.they were tinkering with didn’t have the technologies needed for them to

conceive, let alone build one. As in all things, you can only do what you
can do.

Rule 3: Technological supply does not produce technological demand. We
generally say that new technologies are invented because people find them
useful. That, however, is not quite right. If it were, then we wouldn’t find
that the supply of useful tools almost always outstrips demand for useful

;

I
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to0ls. For most of our history we’ve had what amounts to excess technical
capacity: we can build more tools than we can use. The reason is that tinkerers
do not always — or even very often before modern times — produce new
technologies because they think anyone will use them. They know that if you
build it, sorhetimes they will come and sometimes they won’t. But they build
it anyway, creating the aforementioned excess capacity.

Rule 4: Technological demand, if unfocused, does not produce technological
supply. We generally say that new technologies enter mass use because a
lot of people want them. That, however, isn’t quite right either. If it were,
then we would find that mass demand for useful tools always translates into
mass supply, and it doesn’t. That’s because technological demand is often
unfocused. For a whole variety of reasons, new tools generaily cost more

- and are worth less when they first appear than once they have been adopted

en masse.?* This {s another way of saying that the barrier to early adoption
is higher than the barrier to late adoption. The problem is that the barrier
to early adoption is often too high for individuals, even if there are a large
number of them. Thus, for want of early adopters, the new tool never enters
mass use. . .

Rutle 5: Only organized interests can produce the demand necessary to “pull”
a new technology into mass use. We live in an individualistic age and there-
fore think individuals make history. They don’t — at least not technological
history. Only what we will call “organized interests” can make technolog-
ical history because only they can overcome the barriers to early adoption
mentioned above. Individuals are too poor to accomplish this feat, znd so
are disorganized masses of individuals. Organized interests, however, can
“get the ball rolling” because they are coordinated and have a common pur-
pose. They can create, gather, and pool resources; compel their members
and others to do their bidding; and focus their power on specific goals —
such as engineering and adopting & new technology. Organized interests can
take many forms and pursue many purposes. As a general rule, however, we
can identify three main types: econemic organizations (businesses, industries,
classes), political organizations (functionaties, leaders, castes), and religious
organizations (believers, priests, orders).** Almost whenever and everywhere
we find complex society, we find these sorts of organizations. Clearly there
is something essential about them, though just what it is extends far beyond
our present CONCerns.

Rule 6: When it comes to technological adoption, organized interests are
reactive and not proactive. We tend to think of organizations — outside ones
like revolutionary political parties — as conservative: they generally don’t
fix things that aren’t manifestly brokern. That’s exactly right as it concerns
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the history of technology. Historically speaking, organized interests have
not adopted new tools in anticipation of some future change in conditions.
Rather, they have adopted new tools in response to some ongoing change in
conditions, particularly one that makes them unable to do something they
want to do. When these conditions arise, organized interests begin to search
for, engincer, and adopt new tools. More likely than not, those tools will

already be available in prototypical form because of excess technical capacity
(see Rule 3).

Rule 7: Organized interests are most likely to adopt new tools in response
to fundamentally new economic conditions. We find it very easy to say
that Marx was “wrong.” But in fact he was right, at least about the long-
term driver of technological development. There have been five fundamen-
tal shifts in the way humans make their livings: the Behavioral Revolution
(40,000 BC), the Agricultural Revolution {10,000 BC), the Capitalist Revo-
lution (AD 12.00), the Industrial Revolution (AD 1+60), and the Information
Revolution (AD 1940). During each of these shifts, there was an upsurge
in innovation, adoption, and dissemination of new tools. It's not hard to
understand why: the old tools, while still useful, didn’t work well under new
conditions, so new tools had to be brought into play. By Rules 1, 2, and 3
we know that the prototypes of these tools were available because of excess
capacity; by Rules 4, 5, and 6 we know that organized interests under pressure
to adapt to new conditions engineered, adopted, and spread ther.

Together these rules suggest the following “pull” theory of media
adoption: “New Economic Conditions — Technical Insufficiency —
Increased Demand from Organized Interests — New Media Technol-
ogy.” This theory, however, is not quite complete. As we hinted previ-
ously, there are two additional factors that affect the adoption process:
the timing of adoption and the nature of the technology adopted. As

to timing, there can be no doubt that the rate of adoption has been

increasing rapidly for at least the last 40,000 years. To take a pertinent
example, it took several thousand years for writing to go from idea to
widely used implement; it took only several decades for the personal
computer to do the same. The rate of adoption, therefore, is a function
of time. As to the nature of the technology adopted, there can be no

doubt that some tools are naturally more appealing than others. To take
another pertinent example, it took more than four centuries following ‘

the introduction of the printing press for mass literacy to develop in
Europe; it took only a few decades for television to become a staple
of everyday life. Reading is hard and not much fun; watching is easy
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and fun. The rate of adoption, then, is also a clear function of natural
ease-of-use and enjoyment.

WHAT MEDIA DO

Innis argued that the physical attributes of media “push” societies -
and ideas in new directions. This theory is largely correct, but needs
expansion and refinement. We will re-formulate it as follows: “Medium
Attributes — Network Attributes — Social Practices and Values.” We
will argue that media, networks, and cultures each have their own type-
specific attributes and that these attributes are causally related one to
the other. Let’s describe each set of attributes and the relationships
between them in turn.

Medim Attributes

Innis proposed a typology of medium attributes based on weight and
durability. This classification has the virtue of simplicity, but it sacrifices
too much in terms of depth. We need something more complete. In order
to get it, we should put ourselves in the shoes of those who use media
and ask what really matters to them. Most basically, a medium is a
tool for sending, receiving, storing,-and retrieving information. Given
these fundamental uses, what attributes would make a medium really
handy? '

A handy medium would be inexpensive to obtain and easy to use. A
medium you can’t afford or don’t know how to operate is a bad medium,
or rather no medium at all as far as you’re concerned. For most of us,
television stations fall into this category — we can’t afford them (only
Rupert Murdoch can) and we don’t have the technical know-how to
operate them (only engineers do). A handy medium would be private,
or at least have a private mode. A medium that identifies you and what
you've communicated as soon as you use it has drawbacks, especially if
you want to blow the whistle on some malefactor or subscribe to risqué
magazines. Sometimes you don’t want everyone to know your name
or what you're reading. A handy medium would have high fidelity,
meaning that the signal you want to send is the same as the signal
received. Speech, for example, does not have high fidelity when it comes
to visual perceptions. If you see a white swan and then say to someone,
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“I'saw a white swan,” the person who hears you won’t see a white swan.
Rather, they will hear some words that indicate you saw a white swar.
Photography has higher fidelity in this regard. If you see a white swan,
take a picture of it, and then hand the snapshot to someone, they will
see an image of the very same white swan you saw. A handy medium
would convey information in high volumes. With information, more
capacity — or, to use the obvious metaphor, “bandwidth” — is generally
better than less. You don’t really need to know some of what’s going
to be on the test, you need to know it all. Books are good for that.
A handy medium would move data quickly. No one likes to wait.
When you’re stuck in Podunk and your wallet’s been pilfered by street
urchins, you want money wired, not sent by letter. A handy medium
would store information for a long time. Sometimes the tax man comes
calling. And when he does, you’d better hope that your tax records
survived the basement flood last year. Finally, a handy medium would
allow you to search, find, and retrieve stored information easily. Stored
information that can’t be found isn’t really “stored” at all — it’s lost
and might as well not exist. Big libraries often have signs warning “a
misshelved book is a lost book.” Think about that the next time you
decide to do the library a favor by puttlng a book back on the shelf
yourself.

These considerations suggest the following media attributes are sig- -

nificant from the perspective of the user:

Accessibility: the agga_'@m of a medium itself.

Privacy: the covertness with which data can be transmitted in 2 medium.
Fidelity: the faithfulness with which data can be transmitted in a

medium.

Volume: the quantity in which data can be transmitted in a medium.
Velocity: the speed with which data can be transmitted in a medium.
Range: the distance over which data can be transmitted in 2 medium.
Persistence: the duration over which data can be preserved in a medium.
Searchabilizy: the efficiency with which data can be found in a medium.

We might well say that a really handy medium would possess all

of these attributes and a nearly useless medinm would possess none

of them. That, however, would be a mistake. For in fact all media
possess them to one degree or another. It’s easy to see that speech

§
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has the attribute “accessibility” because virtually everyone has access
Md that Chappe semaphore lines — series
of towers with manually operated signaling devices atop them — also
have the attribute “accessibility” given that almost no one has access
to them. But they do: after all, someone has access to them when they
were built. It’s just that speech has a lot of accessibility and the Chappe
semaphore line only has a little. Similarly, we might think that the way a

" medium scores on an attribute is fixed. Speech, we might say, will always

score well on accessibility, while Chappe semaphore lines will always
score poorly. That, however, would also be a mistake. Speech could be
made very inaccessible, for example, by cutting out everyone’s tongue.
Similarly, Chappe semaphore lines could be made very accessible, for
example, by building everyone their own semaphore tower. In principle,
then, any medium can be made to score well or poorly on any attribute
given a sufficient outlay of resources. The actiral score of a medium on
a Wa&, then, is a function of cost. This insight enables us
to recast our definition of attributes as follows:

Accessibility: the cost of getting and using a_medjum.

Privacy: the cost of hiding the identity of users and the content of
MESSALES 1N 3 eI o= T

Fia'elz'ty. the degree to which data.in a medium are coded.

Volume: the cost of sending messages in 2 medium relative to size.

Velocity: the cost of sending messages in a medium relative to speed.

Range: the cost of sending messages in a medium relative to distance.

Persistence: the cost of storing messages in a medium relative to time.

Searchability: the cost of finding messages in a mediur.

Where the cost is low, the score will be high; where the cost is high, the
score will be low. The cost of acquiring and using speech. is generally
low, so it will be highly accessible. The cost of acquiring and using

Chappe semaphore lines is generally high, so they will be relatively
inaccessible.

Medium Amibutes — Network Attributes

Innis proposed that media attributes Hirectly affected what he called
“civilizations,” a vague and controversial term we would probably do
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best to avoid. In its place we will use “media networks.” Media may or
may not do a lot of things (that’s what we are trying to find out), but
there is no doubt that they directly and necessarily create nerworks. We
know this because it is a purely definitional matter. By definition, all
communications media allow. people to communicate with one another.
By definition, when people communicate through a particular medium,
they become linked by that medium. And by definition, when they
become linked by the medium, a media network appears. Thus, speak-
ing creates speech networks, writing creates writing networks, printing
creates print networks, electronic broadcast creates broadcast networks,
and surfing (or any of the myriad things we do on networked computers)
creates Internet networks. We sometimes forget that we create media
networks when we use media, The media networks just seem to be there.
Few of us think, when speaking to a friend, “I’'m creating a speech net-
work.” But in fact we are, just as certainly as telephone linesmen create
telephone networks when they string wire from pole to pole. Neither do
we often reflect on the fact that media networks are finite. They seem
to be everywhere. Few of us think, when speaking to our neighbor,
“Lucky this person is on the speech network, or I wouldn’t be able to
talk to her.” But we are lucky, because there are people who are not on
the speech network (mutes, those who do not speak our language), just

as surely as there are people who do not have telephones and therefore -

are not on the telephone network.

We can now formulate a simple hypothesis about what media do:
different kinds of media foster different kinds of media networks. More
formally, media with attributes A,, B,, and C, engender media networks

with corresponding attributes A,, B,; and C,. This hypothesis seems

promising. Take one of the aforementioned medium attributes, range,
that is, the distance a medium can carry a message without significant
decay. According to our conception, media with different ranges should
foster. media networks with different attributes. Thus, unaided speech
has a short range and therefore the effective networks built with it
should be small. This seems correct. How many people are in your circle

of friends, a typical speech network? Perhaps a few dozen. Television

signals have a long reach and therefore the effective networks built with

them should be large. Again, this seems right. How many people watch a

major broadcast TV network? Millions. The correlation between spatial

INTRODUCTION

reach and network size we find in the instances of speech and TV
should be true for media in general: media with short range create
geographically concentrated networks, while media with long range
create large, diffuse networks. As we will see, this is in fact the case.
Media, then, create media networks, and particular media attributes

. create particular network attributes. Since there are eight significant

media attributes, there should be at least eight corresponding media
network attributes. They are:

I.%ccessribility i Concentmtz'onlDepending on the cost of getting
and using a medium, the network it fosters will be more ot Tess
concenM_/n&tmﬁMgrks are those in which control
of the medium resﬂwngiﬁel@gw; diffuse networks
.are those in which control is dispersed throughout the network.

z.@rz’uacy > Segmentation..\Depending on the cost of hiding iden-
tities and the contents essages in a em it
emmmﬁmedﬁ;med networks are
tlfé?e‘ﬁ?vﬁ?h‘@ﬂ&s, recipients, and the exchanged data can be
hidden from others} connected networks are those in which the
identities of senders and recipients and the data exchanged cannot
be hidden.

3. Fidelity — Icomicity. Depending on the cost of sending messages
relative to fidelity in a medium, the network it engenders will be
more or less iconic. Iconic networks are those in which transmit-
ted messages do not have to be laboriously decoded by the recip-
ient (they are simply recognized}; symbolic networks are those in
which messages must be manually decoded.

4. Volume — Constraint. Depending on the cost of transmitting mes-
sages relative to size in 2 medium, its network will be more or less
constrained. Unconstrained networks are those in which a large
amount of data can be easily exchanged and there is excess capac-
ity; constrained networks are those in which only small amounts
of data can be exchanged and all available capacity has been
used. ’

5. Velocity — Dialogicity. Depending on the cost of exchanging
‘messages relative to speed in a medium, its network will be more
or less dialogic. Dialogic networks are those in which multiple
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parties can easily exchange messages quickly; monologic networks
are those in which such exchange is difficult.

6. Range — Extent. Depending on the cost of transmitting messages
relative to distance and reach (number of recipients) in 2 medium,
its network will be more or less extensive. Fxtensive networks
are those in which messages are exchanged over a large area or
number of people; intensive networks are those in which messages
are exchanged over a small area or number of people.

7. Persistence — Addition. Depending on the cost of preserving mes-
sages relative to time in a medium, its networks will be more or
less additive. Additive networks are those in which messages accu-
mulate; substitutive networks are those in which new messages
replace old messages and therefore the amount of data is stable.

8. Searchability ~» Mappedness. Depending on the cost of finding
messages in a medium, the network constructed with it will be
more or less mapped. Mapped networks are those in which it
is easy to search, find, and retrieve stored messages; unmapped
networks are those in which it is not.

Medium Attributes — Network Attributes — Social
Practices and Vaiues

We have established “Medium Attributes — Network Attrlbutes

set of regularities that correlate eight propertlemof media with elght
characteristics of media networks. Now we face a final challenge: we
must determine if and how these medium attrlbutes through the device

of network attnbutt-:s ‘mold the way we’ five and what we believe. It’s .

important to recogmze “that the entf/e media studies program as set
out by McLuhan rises or falls on’ “this step. Either the medium is the
message ~ that is, media techn@ﬂogles in and of themselves shape human
institutions and values — 6T they . don’t. That is what we will try to
find out. Our hypothesw is this: media” networks engender certain social
practices, and th ese sro::zal practices engend‘er related values.** There are
two separate a.rguments here: “Media Netw‘orks —» Social Practices™
and “Social Prﬁc‘oces — Values.” Let’s treat eac“h Jn turn.

Amon tfle most sensible things Marx ever wrote was this: “Men
make théir own history, but they do not make it of their own free will;
theyto not make it under circumstances chosen by themselves, but
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under circumstances directly found, given, and handed down from the
past.”?5 This is a powerful statement. Despite what we m}ght vainly
imagine, we are not free. Rather, we are constrained By “circom-
stances” we.do not select, we do not create, and m Fhany cases we
cannot alter. They are of two types. The first cucumstance is simply
human nature, ‘Ehe set of evolutionarily programmed behaviors that
dlstmgmshes Homo sapzens as a species.® We, all them by various
names— “needs,” “unpulses “reflexes, urges & “hungers,” “wants,”
“desires,” “inclinations” - but in the end they dre all the same: things we
are driven to do becauseﬂt is in our nature to do them. The second cir-
cumstance is emrlronmental the varied physmal and social terrain upon
which humans, driven by théir natures, ¢ p; ‘make history.” This terrain has
many features, each of Whichv'&-‘onsrraig‘é human action in different ways.
Famously, Marx investigated Bne sich feature, the “mode of produc-
tion”; we are investigating another feature, the “media network.” But
the basm explanatory logic is the't same Two sets of “circumstances™
one biological and one lnstorlcai —\’»mteract in such a way as to shape
human action, which in turn leads to the generation of particular social
practices. Humans need to. do certamzthmgs Different historical ter-
rains — in our case media’ ‘networks m%lther facilitate or impede the
fulfillment of those needs “According to W;hether they do the one or the
other, different social practlces will emerge,

Marx also said somethmg clever about.', the relauonshlp between
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‘social practices and values. “Ruiling ideas,™ s he wrote, “are nothing

more than the ideal expression of ruling ) matemal relationships, the rul-
ing material relatlonshlps grasped as ideas.”*? What he’s saying, inter
alig, is that What we actually do in relation to others determines to a
large extent what we think we should do. This issexactly the reverse
of what most people think about the relationship be‘t;ween actions and
values. Wehke to believe that we are, perhaps uniquely, \among animals,
morzl creatu.res we can know whar is right and what is’ ‘wrong. We can
know thls, we say, because God has granted us a moral cocie (the rehi-
gious Versmn) or because we evolved a kind of innate moral sense {the
secular version). In either case, we don’t exactly decide what is right and
wrong. Our values are “just there,” an intrinsic part of the universe.
When we act, we say we are guided by these transcendental values.
The timeless “ought” shapes the temporal “is,” or at least should.
Marx - and he was hardly alone*® — believed we have it backward: the
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