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ABSTRACT
As networked computer systems become ever more perva-
sive, so too does the field of computer security. Very large-
scale networked systems are now commonplace, and these
systems demand protection from adversaries. However, there
is a fundamental friction between an increase in system com-
plexity and the effort, resources, and techniques required to
protect the system. This survey presents an overview of
the major issues relating to the feasibility and scalability
of employing security techniques in software systems of in-
creasing scale. In doing so, the body of research in related
fields is synthesized into a cohesive whole and some conclu-
sions are drawn regarding theoretical scalability of security
as a paradigm.

Categories and Subject Descriptors
C.2.0 [General]: Computer Security

General Terms
Security, Scalability

Keywords
Scalable Security

1. INTRODUCTION AND BACKGROUND
There has been much research effort expended to study, at
least indirectly, the scalability of the various subfields under
the umbrella of computer security. As a first step, it would
be prudent to present a definition of the term scalable. How-
ever, it turns out the term is nuanced and non-trivial to de-
fine, and we1 defer a workable discussion on its definition to
§1.2. Looking ahead, the definition will be a definition-by-
contexts; scalability will refer to different things in relation
to different security issues (contexts) throughout the paper.
Therefore it is advisable to first list the general issues that

1Although there is only one author, this paper will use the
plural pronoun as is customary in the literature

will be discussed, and a definition of scalability by contexts
can follow.

1.1 Topics to be Discussed
Here we list the general topics for which underlying issues
will be discussed in a security-scalability context, following
the introduction section:

1. Generic software failures (bugs leading to security vul-
nerabilities)

2. Intrusion detection

3. Cryptographic algorithms, and associated network pro-
tocols

4. Distributed systems

5. Data Storage

1.2 Defining Scalability
The term scalability and its use in the context of this pa-
per must now be explicated in order to make more clear the
scope of the paper. The difficulty of formally defining scal-
ability has been noted for decades in the literature [21], and
often represents a marketing buzzword more than a formal
property of a system. Although there have been numerous
definitions in specific contexts, such as parallel processing
scalability [37, 30, 8], these special cases are inadequate for
a general definition of the term. A formal and precise def-
inition of scalability is beyond the scope of this paper, but
informally a definition by parts (contexts) of scalability fol-
lows.

1. In the context of cryptography, scalability will be taken
to include computational complexity with respect to
algorithmic techniques. It will also include communi-
cation costs (network latency) when dealing with asso-
ciated cryptographic protocols such as those employed
in key exchange.

2. From a software engineering perspective, the term will
be taken to mean the marginal increase in effort and
skill required to construct secure, vulnerability-free ap-
plications of large scope. That is, it will represent the
feasibility of creating extremely large systems while
maintaining acceptable levels of quality (such as free-
dom from bugs).



3. When considering a large networked system as a whole,
scalability refers to the ability to efficiently handle a
large number of network nodes and large volumes of
data and network traffic. Scalability of data storage is
defined analogously.

4. From the view of intrusion detection systems, scalabil-
ity will mean the ability to correctly classify a large
volume of network traffic in a timely manner, while
keeping error and false alarm rates low.

Each of these definitions has been studied in part. The com-
putational complexity of common cryptographic algorithms
is well-known [40, 44, 20, 26, 35, 16, 23, 43], as are the lower
bounds on routing hops necessary to achieve various security
properties [51]. Concrete systems such as distributed hash
table (DHT) overlay networks have been well-researched,
and much design effort [41, 48] has been expended to make
them scalable to a large number of nodes while while keep-
ing network communcation low [14, 52]. To date, however,
there has been surprisingly little attention paid to the fun-
damental philosophical issues associated with implementing
security solutions as systems grow in size, with a few no-
table exceptions2. Further, there has been just as little
work towards aggregating these inherent scalability issues
underlying the various subfields of security. To the best of
our knowledge, no work has attempted to reconcile these
issues into a cohesive whole. Indeed, these possible limits
to the scope of computer security as a whole have thus far
seen little deliberation. Thus, the purpose of this paper is
to consider these limits, and explore whether or not there
indeed exist cardinal upper bounds on the effectiveness of
computer security.

Note that for the remainder of this paper, the term secu-
rity will be taken to mean some subset of confidentiality,
integrity, availability (CIA), but not necessarily all three.
While recently, privacy has received increasing attention and
has been distinguished from confidentiality, privacy is out-
side the scope of this paper and security will be the classic
CIA definition.

1.3 Large-Scale Software Systems
Very-large-scale software systems differ from those of smaller
scale in fundamental and unavoidable ways. Due to their
scale, issues that are not appreciable in smaller systems can
become problems as systems grow in scope. Apart from
their sheer size (size of code base, number of users, amount
of data, etc.), ultra-large-scale systems can be characterized
by certain dimensions, some (but not all) of which may be
shared by smaller systems. Northrop et al. [27] suggest the
following characterization in their extensive 2006 study of
large-scale systems:

1. Decentralization - decentralization of data, develop-
ment, and operation.

2. Dynamic system requirements - changing requirements
that are varied, uncertain, and often conflicting with
one another.

2For instance, [4]

3. Continuous and dynamic evolution - constant and con-
tinuous additions and removals of (and changes to) sys-
tem components, performed online without the system
going offline

4. Commonplace failures - hardware and software failures
are a fact of life in ultra-large systems

5. New methods of control - new methods of operation of
the system are necessary for large-scale systems

6. Humans will be more than users of the system, they
will be part of the system

These characterizations all have implications for scalable se-
curity design and their interactions with issues and current
practice will affect the dicsussions throughout the rest of
the paper. These dimensions can be seen as underlying as-
sumptions of the very-large system. Although we may not
mention all of these explicitly, the reader is encouraged to
keep these dimensions in mind while reading the remainder
of the paper.

The rest of the paper is organized as follows. Section 2
overviews the issues with software failures due to security
vulnerabilities at a high level. Sections 3, 4, and 5 consider
more specific and low-level issues associated with very-large-
scale systems. Specifically, section 3 discusses the viability
of scaling intrusion detection to large systems. Section 4 vis-
its the underlying cryptographic primitives on which much
of modern security is constructed. Section 5 provides dis-
course on issues of decentralization and distribution of com-
putational resources. Section 6 mentions work that is similar
in spirit to the present paper. Finally, section 7 serves as
the conclusion and provides a view to the future, with some
direction for further work.

2. SOFTWARE FAILURES
It is clear that as a software system grows in size and com-
plexity, the probability of software bugs being present in-
creases as well. Software failures are a fact of life in large
systems [27]. When these programming errors take the form
of exploitable security-vulnerability bugs, parts of, or even
the whole system, may be compromised. Since the root
cause of these bugs is the inability of humans to write per-
fect software, it is impossible to mitigate failures completely.
Instead, while work is being done in an attempt to prevent
some of these bugs [36], most solutions explore techniques for
limiting the damage caused by these human failures rather
than prevention.

Starting from this assumption of errors being present some-
where in the system, robustness of other subsystems - their
components, and their tolerance to faults, become of paramount
importance in a security context. High-level security goals
can be applied directly as techniques to improve system ro-
bustness.

For instance, Provos et al. present a method of enforcing
separation-of-duty by attempting to prevent privilege es-
calation [39]. Indeed, implementing and enforcing access
control policies can limit damage to a system as a result of
compromise, for a given attack vector.



Furthermore, common software engineering practices that
allow for high system scalability may help with reducing
damage from attacks as well. It is common security practice
to ensure that systems are loosely-coupled with respect to
security; for instance, in a secure password-based authenti-
cation protocol, a compromised password should not com-
promise past sessions, and vice-versa [51]. By reducing in-
terdependence among components of a system, some attacks
are unable to propagate to necessary points in their attack
path, rendering the attack less harmful.

3. INTRUSION DETECTION
A common technique that has been enjoying continuing pop-
ularity increases is the employ of network intrusion detec-
tion and intrusion prevention mechanisms in networked sys-
tems. However, current intrusion detection systems (IDSs)
would be unable to cope with the demands of ultra-large-
scale systems. However, the issue is more fundamental than
a lack of the necessary technology; there are intrinsic prob-
lems regarding the scope of IDSs. One potential limit is the
timeliness of detection; whether an IDS is capable of pro-
viding timely alerts (ideally, real-time). Although this is a
significant concern for intrusion detection, this is beyond the
reach of the paper and we do not discuss it further. Below
we present a discussion of false alarm rate and related is-
sues, and their interaction with the potential of scalability
for intrusion detection systems.

3.1 False Alarms
In [4], Axelsson presents a Bayesian model to analyze and
evaluate the theoretical limits of intrusion detection systems
in the presence of false positives and false negatives. Axels-
son concludes that it is an unrealistic goal to have a low false
positive rate while still being effective in detecting malicious
activity. He measures the effectiveness of an IDS in terms
of usability for the user tasked with investigating the alarms
triggered by the IDS. Specifically, Axelsson uses as a metric
the Bayesian detection rate 3. If this value is not reasonably
high (on the order of 30% or more), the administrator will
be unable to treat alarms raised by the system seriously, and
will begin to ignore them. Axelsson measures how this value
depends on the interaction between detection rate4 and false
alarm (false positive) rate. As an illustration, the paper cites
that a false alarm rate of 10−5, or even several orders of mag-
nitude lower, is necessary in order to reach psychologically-
acceptable Bayesian detection rates while maintaining the
technical ability (detection rate) to catch intrusions. In the
current landscape5 of the IDS market, false positive rates are
on the order of 10−2 or worse [6]. These relatively high false
positive rates are often attributed to lack of understanding
of the nature of intrusion events [18], indicating that further

3the probability of an event being an intrusion given that
the IDS triggers an alarm
4The detection rate is the probability of the IDS correctly
raising an alarm, given that an intrusion is actually hap-
pening (contrast this to the false alarm rate, which is the
probability that an alarm is raised given that an intrusion
is not happening)
5We were unable to find more recent data in published pa-
pers, so this represents the landscape in 2006. We are almost
certain, however, that the order of magnitude at the time of
the present paper (2012) is the same.

research may take multiple paths, including classification of
intrusions and the engineering of better IDSs.

In relation to the scalability of an IDS (that is, its ability
to be effective for an ultra-large system), it may be neces-
sary for organizations providing intrusion detection services
to resort to hiring employees whose jobs consist of check-
ing each alarm and manually classifying false alarms from
true ones. It is likely that the number of such employees to
hire increases linearly with the size of the system to protect,
undermining the potential scalability of intrusion detection
systems. While [4] emphasizes that we cannot yet conclude
that the necessary precision for an IDS cannot be reached,
it is clear that we have a long way to go before this can be
realized.

4. CRYPTOGRAPHY
As much of today’s security depends on cryptographic prim-
itives, special mention must be reserved for the potential
scalability of these operations.

The computational complexity of popular cryptographic al-
gorithms have been thoroughly studied for both public-key
[40, 44, 20, 26, 35, 16, 23, 22] and symmetric-key systems
[43]. Although new algorithms are likely to appear [24], cur-
rent trends show that new methods are often derived from
the old ones. This is evident in examples such as 3-DES
being derived from DES, Twofish from Blowfish, and the
ElGamal system being based on the Diffie-Hellman system
[16]. Thus, the current systems are likely to continue to be
relevant, at least indirectly. Hence, at least for the near fu-
ture it is a useful exercise to consider scalability as limited
by today’s cryptographic algorithms.

4.1 Public Key Cryptography
It is commonly accepted that current public-key methods are
too slow to be used for encryption and decryption of large
messages directly. Popular public-key methods such as RSA
[40], Diffie-Hellman [15], elliptic curve cryptography [35, 26],
and the ElGamal cryptosystem [16] used with various under-
lying algorithms are indeed too slow to be used directly. To
see this, one must only look glance the large body of litera-
ture6 dealing with minute optimizations of these cryptosys-
tems, each targetted at specific architectures. While this
is not entirely true, and public-key methods (such as the
McEliece [32] and NTRU [22] systems) exist that are rela-
tively fast, these cryptosystems suffer from other problems
and in practice are discarded in favour of the more popular,
but slower ones.

However, as systems like McEliece’s and NTRU demon-
strate, there is no fundamental reason7 for public-key cryp-
tography to be too inefficient to scale their encryption and
decryption algorithms to large messages. Thus, it is entirely
possible that we will witness the emergence of more efficient
methods to replace the current ones. There is also a con-
siderable amount of continued work on improving the speed
of current methods. For instance, Aboud et al. [2] present
new and faster algorithms for achieving encryption and de-
cryption in the RSA scheme, touting speedups of multiple

6For instance, [42] or [34]
7Or rather, one hasn’t yet been shown



orders of magnitude. Furthermore, even with the status quo
there is the commonly-used workaround of encrypting and
sharing a symmetric key using the public-key method, then
performing subsequent operations with symmetric cryptog-
raphy using that key. With this method, the scalability of
public-key cryptography becomes entirely dependent on key
exchange, and on the symmetric-cryptography algorithms
used. Taking this view, the scalability limits of public-key
cryptography can be no worse than those of symmetric cryp-
tography together with key exchange, which follow to be
discussed in sections §4.2 and §4.3, respectively.

Finally, a brief note must be made regarding management
of public keys. Discourse on public key infrastructure (PKI)
is beyond the scope of this paper, but effective scaling of
public-key cryptography in very-large systems may depend
on the scalability, and perhaps more importantly, the trust,
of the underlying key management system. The security
and scalability issues of PKI have been thoroughly studied,
with many papers and articles published on the subject [17].
Whether or not some variant of PKI will be a useful mecha-
nism in the era of ultra-large systems remains to be seen, and
key management continues to be an area of open research.

4.2 Symmetric Key Cryptography
Symmetric key cryptography is typically used in tandem
with public-key cryptography [47], yet it is the symmetric-
key algorithms that are the backbone of a cryptosystem,
encrypting and decrypting the majority of the data. There-
fore, computational efficiency is necessarily at the heart of a
symmetric key method. Characteristic examples of such al-
gorithms include AES (Rijndael) [1], 3-DES (a more secure
variant of DES) [5], and Twofish (a more secure variant of
Blowfish) [43]. In practice, even at the current scale such al-
gorithms are often limiting factors in terms of computational
cost. As with public-key methods, one must only look at the
wealth of the body of work8 dealing with specialized versions
of these algorithms for different architectures, and platform-
or hardware-specific optimizations. It is possible that there
exist information-theoretic upper bounds on transmission of
keys and secret information. Similar lower bounds for sym-
metric cryptography have been shown [3], but to the best
of our knowledge an upper bound has not yet been demon-
strated. Therefore, it is reasonable to claim that there are
(as of yet) no fundamental limits on the complexity of sym-
metric key cryptography, and thus no fundamental limits on
their potential scalability9.

4.3 Key Exchange
A closely-related problem to the complexity of the cryp-
tographic algorithm primitives is key exchange over unau-
thenticated networks. Apart from the computational com-
plexity discussed in the preceding sections, schemes for key
exchange also face other challenges. The network latency in-
duced with key exchange protocols represents a critical lower
bound on the time to perform key exchange. Thus, in large-
scale systems, this can lead to limits on the scope of the
system in the case when it is necessary to perform key ex-
changes quickly between multiple ephemeral authenticating

8For example, [33, 31]
9Actually, there are network issues, which are discussed in
§4.3 in the context of key exchange

parties 10 that are separated by large geographical distances.
In the absence of efficient mechanisms for exchange among
multiple authenticating parties, latency can undermine the
scalability of a system.

However, over the past two decades there has been much ad-
vanacement in efficient multiple-peer key exchange. A 2003
paper by Katz and Yung [25] describes an efficient protocol
for asymmetric key exchange in a group, achieving O(1) in
the number of authentication rounds. Previous work [10, 9]
had required O(n) in the number of rounds. Still, to achieve
O(1) message rounds, the system presented in [25] trades off
local computation, requiring O(n) signature checks by each
group member. Since the paper by Katz and Yung, there
have been numerous other schemes that involve a different
trade-off point, such as the one presented in [11], which re-
quires O(logn) in both the number of rounds and the num-
ber of signature checks.

Notwithstanding, these existing schemes resemble each other
as they are all either based directly on the Diffie-Hellman
problem (DHP), or involve a transformation from a different
scheme into an instance of the DHP. If the DHP is ever
shown not to be hard to break, these schemes could no longer
be used. Indeed, as discussed in the preceding sections, it is
not yet clear which (if any) of today’s current ciphers will be
used for the large-scale systems of tomorrow. Thus, unless
efficient schemes not based on the Diffie-Hellman problem
are discovered, it is possible that group key exchange may
face future scalability challenges.

5. DECENTRALIZATION AND NETWORK
ISSUES

As the large systems of tomorrow will necessarily be decen-
tralized, distributed systems represent the landscape of the
ultra-large system (if they do not already). Both the num-
ber and scope of systems such as peer-to-peer networks and
cloud computing platforms have witnessed steady growth
since their introduction. Data centres are increasingly dis-
tributed, leading to an ever-greater demand for protection
from network intruders. Indeed, due to the potentially large
scale of certain distributed systems, the field is intrinsically
linked to the quest for scalable security solutions. Further,
prevention of attacks in large networked systems is notori-
ously difficult. Distributed denial-of-service (DDoS) attacks
are known to be simple to perform and scale well for the
attacker. Although a great deal of effort has gone into pro-
tection against DoS and DDoS attacks, the problem remains
an open challenge. Proposed defense mechanisms can often
be effective in special cases11, but even then their scalability
in relation to the scalability of the attack is questionable.
Indeed, prevention methods may not scale as well as the at-
tacks do; thus, for large-scale attacks on very-large systems,
DoS attacks may become unfeasible to defend against due to
these potential scaling discrepancies. DoS prevention is im-
plicitly discussed in the context of intrusion detection (§3),
but further discourse is beyond the reach of this paper.

10These can be users, or components of a system requiring
temporary keys, for example

11for example, [29] presents a solution in the special case of
running in a bandwidth-underprovisioned public cloud



Moreover, there are known issues with the security of the
fundamental distributed systems topic of group and multi-
cast communication. As very-large-scale systems will be de-
centralized, it is likely that such communication paradigms
will play a large role. Previous work has discussed the prob-
lem of securing such forms of communication, and outlined
the difficulties of making such security efficient [13, 12]. Im-
portant applications include communication in distributed
hash table (DHT) network overlays, whose security and scal-
ability considerations we delegate to works such as [50, 46],
apart from an implicit mention under the umbrella of file
systems in §5.1.2. We do not provide further discussion of
this vast field, but note that it is a rich area of study with
much research opportunity.

In the following subsection we overview scalability and secu-
rity considerations of another fundamental property of large
distributed software systems: that of distributed storage.
We find that although their underlying issues are not ones
setting fundamental limits on scalable secure storage, they
provide a taste of the present challenges of scalable secure
decentralized systems and illustrate that there is still much
work to be done in this area.

5.1 Data Storage
As we advance further into the era of Big Data, storage
demands continue to see increases. Indeed, for very large
systems, storage of data becomes perhaps an even greater
issue than for smaller-scale systems. Of the characteriza-
tion metrics proposed in section §1.3, particularly relevant
ones for storage are decentralization and commonplace fail-
ures. These phenomena can even be seen in today’s larger
systems, with geographically-separated server farms being
commonly used, and resilience and fault-tolerance being a
requirement of data storage. Although in general, security
of large-scale storage is intrinsically linked to security of dis-
tributed systems, it is worth mentioning current problems
unique to storage, that require solutions before we witness
their scaling to extremely large sizes.

5.1.1 Databases
As databases (whether they be traditional SQL relational
databases, or the increasingly-popular so-called NoSQL al-
ternatives) contain ever-growing amounts of data, the to-
tal value of their stored information increases as well. In
turn, this makes databases attractive targets for attackers.
Therefore, providing confidentiality, integrity, and availabil-
ity for the data must also increase in importance. While the
field of relational database security is rich with decades of
extensive study and innovation, scalability-oriented NoSQL
alternatives have not been scrutinized as carefully thus far.
Okman et al. present a survey of security issues in NoSQL
databases [38], focusing on Cassandra and MongoDB, the
two most popular NoSQL stores at the time of writing. Ok-
man et al. conclude that these datastores are lacking in
security features. There is irony in the fact that they are
designed for high availability and aim to scale to huge data,
yet the security they lack is perhaps most important pre-
cisely at the intended very-large scale.

5.1.2 File Systems
Large, distributed file systems represent an important ex-
ample of large-scale storage, and securing such a file system

presents unique challenges. Distributed file systems form a
mature field with a large body of research and countless dif-
ferent implementations of such systems. This field is perhaps
one of the best-developed in terms of offering true scalability.
However, the security of these systems is questionable.

In one sense, distributed file systems have already proven
to scale to ultra-large systems. In [19], Ghemawat et al.
present the design and implementation of the Google File
System (GFS), used internally by Google for large-scale stor-
age needs. The authors cite hundreds of terabytes across
thousands of disks for one of the larger clusters, as far back
as 2003. Since then, storage requirements have grown sig-
nificantly; hundreds of terabytes per-cluster is no longer a
colossal amount of storage. Still, the GFS has been sig-
nificant in shaping newer systems. The GFS provided the
inspiration for the open-source Hadoop Distributed File Sys-
tem (HDFS) [7], by which it has been largely superseded as
the de facto very-large filesystem of choice. As of 2010, Ya-
hoo! uses HDFS to manage 25 petabytes of data across 25
000 servers, with the largest cluster consisting of 3,500 nodes
[45].

Clearly, thus far distributed file systems have been able to
scale very effectively, in part due to extensive use of multiple
caching levels [49]. Whether caching and other techniques
will be able to handle the ultra-large data of the future re-
mains to be seen, but we expect this trend to continue at
least into the near future. Even if they are indeed scal-
able, the security of these file systems of today’s largest file
systems is questionable. Although authentication via ac-
cess control methods is one of the primary goals of many
file systems, both GFS and HDFS assume that all nodes
in the system are trusted [49]. Thus, security of these sys-
tems depends entirely upon the security of the individual
nodes, and that of their underlying network. The difficulty
of preventing attacks as systems scale up has been noted in
previous sections, and the probability that there exist com-
promised nodes increases as the file system’s size increases.
Similarly, prevention of attacks against the underlying com-
munication network suffers the same problems as previously
mentioned (for instance, intrusion detection). Thus, we be-
lieve that this model is not sustainable for ultra-large-scale
systems and that distributed file system design must un-
dergo a paradigm shift toward the assumption that some
nodes may be untrusted.

There is hope, however, and research is actively being con-
ducted towards this goal. For instance, in a 2007 paper by
Leung et al. [28], the authors note the difficulty of provid-
ing authentication and authorization in large distributed file
systems containing sensitive user data. The authors cite the
inadequacies of previous solutions, and go on to design and
describe a system that is able to scale effectively to petascale
file systems while remaining more secure than other contem-
porary systems.

6. RELATED WORK
To date, there has not been a thorough consideration of the
security of very-large-scale systems, nor one exploring the
fundamental scalability of aggregated security techniques.
Northrop et al. [27] discuss major research areas related to
ultra-large-scale systems at a scope far beyond that of this



paper, but only briefly touch upon the security of such sys-
tems. Their treatment of security is at a very high level
and they only consider security as a quality attribute of
a system, choosing not to explore the associated scalabil-
ity issues in depth. Axelsson presents a philosophical and
probabilistic treatment of limits to the scope of intrusion
detection [4], citing the base-rate fallacy as a fundamen-
tal problem potentially limiting the scalability of intrusion
detection. However, the scope is constrained to the com-
paratively narrow topic of intrusion detection, and further
areas are not explored. To the best of our knowledge, ours
is the first attempt at a broad treatment of the scalability
of general computer security. Although a more thorough
survey would be salient, we have provided a step towards
understanding the scalability of security as a whole.

7. CONCLUSIONS AND FUTURE WORK
In this paper, we have considered scalable security, and in-
vestigated whether there exist fundamental limits to the
scope of secure system design at the ultra-large scale. We
have surveyed the scalability of various subfields of com-
puter security and have attempted to combine the underly-
ing issues in these subfields into a single view of security-
scalability. We have discovered that, although there are
some potentially unsurmountable limits undermining some
subfields, on the whole the future does not seem as bleak as
we had expected at the outset. We have noted that underly-
ing all large-scale systems are inevitable vulnerabilities that
potentially undermine all aspects of a system’s security. We
have found that, while prevention of vulnerabilities is a no-
ble goal, vulnerability-free large-scale software is unattain-
able. Therefore, we recommend that research move in the
direction of minimizing the damage caused by vulnerabili-
ties, rather than attempting to reduce this damage to zero.
Further, we considered the task of detecting and preventing
attacks (intrusions) on such systems, finding that intrusion
detection is limited by the rate of false positives. Although
false positive rates must be on the order of 10−5 or lower
in order to be psychologically acceptable to network admin-
istrators, there does not appear to be any unbreakable law
stating that in the future intrusion detection cannot become
this precise. However, we believe that we still far away from
this sort of precision, if it is indeed ever reached. We find
that for underlying cryptographic algorithms, the situation
is less pessimistic. Given the current public knowledge, it
does not seem as though there are any fundamental lim-
its on the computational complexity of both public-key and
symmetric-key methods. Instead, we find the more signifi-
cant issue to be the network latency required for authenti-
cation – for the generation and sharing of ephemeral keys.
Latency represents an absolute limit12 tied to the speed of
light, and this issue can contribute to limit potential scala-
bility. Finally, we look at issues in the distributed nature of
large-scale systems, with a focus on storage issues. We find
that, while the most attractive scalable databases (NoSQL
solutions) lack in security features, they are still immature
and there is no reason that they cannot be made more se-
cure in the future. Similarly, highly-scalable distributed file
systems exist, but are not inherently secure. Instead, they
delegate security to the underlying nodes and the security

12The absoluteness of the speed of light has been disputed,
but here we take the view that it is indeed absolute, given
current beliefs.

of their internal network topology. We believe that this is a
potential failure point as systems scale up, but this can be
remedied by revising the assumptions of a trusted network,
implementing future solutions in light of these issues. Here,
again, we do not find unsurmountable hurdles.

Finally, we provide direction for future work. We believe
that treatments with the same philosophy as Axelsson’s treat-
ment of intrusion detection systems [4] are worthwhile. In
particular, a formal treatment of the limits of cyptography
in the framework of information theory would be prudent.
Similarly, a formal definition of damages due to vulnerabili-
ties may provide insight into the acceptable ratios of software
failures (vulnerabilities) to system size, or may conclude that
theoretically, the inevitable presence of these failures can
lead to full system compromise. To that end, we advocate
the current mentality of limiting damages as a result of vul-
nerabilities, rather than preventing damages entirely. We
call for further steps in the direction of secure, scalable dis-
tributed systems design, noting that while much work has
been done [28], there is even more left to do. We note, how-
ever, that these are challenging areas of research and do not
expect especially rapid progress. As a concluding thought,
we solicit research into the emerging field of security eco-
nomics. Some of the underlying issues discussed in this pa-
per may face stout challenges in attempts to be explained
by technical or formal means. However, the framework of
economics may be able to more easily explain, and provide
solutions to, these issues; if attackers have no incentives,
does a system really need a whole host of protection mech-
anisms?

Although there do exist some fundamental issues in the
quest for scaling security to enormous systems, we move
into the era of ultra-large-scale with hope and optimism.
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