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ABSTRACT
Sharing personal information in general and health related
information in specific has been a topic of discussion for
the past years. While sharing information could have its
benefits, people have shown different levels of concern when
it comes to sharing their personal health information (PHI)
with others. For example, someone might be willing to hand
over personal information such as name, age, and place of
birth to an online blogging website, while showing much
more concerns when it comes to others. Interestingly, some
sensitive health related information might be easily shared
with an unknown doctor at a hospital, whereas not shared
with the person’s closest friend or even parents. In this sur-
vey research paper, we aim to investigate existing literature
to better understand the different aspects related to users’
perception toward sharing personal health information, spe-
cially on online platforms such as web pages and online social
networks. We will eventually point out main findings and
provide suggestion that could be used to fill existing gaps.
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1. INTRODUCTION
Personal health information (PHI), also referred to as pro-
tected health information, generally refers to demographic
information, medical history, test and laboratory results, in-
surance information and other data that is collected by a
health care professional to identify an individual and deter-
mine appropriate care [4]. Also, any oral or recorded form
of identifying information relating mental or physical health
of individuals, healthcare service plan and payments, organ
donations, and individual identifying health numbers are all
considered as PHI [2]. Personal health information is dif-
ferent from personal health record (PHR), which is usually
defined as records of health related data that are stored and

maintained by the patient himself [30, 3].

Sharing health related information is a subset of sharing
personal information. Many studies have been conducted
toward identifying concerns related to sharing personal data
and protecting them, specially on online websites and so-
cial networks. In general, when considering health related
information as a subset of personal information, findings
from literature could be applied to the context of protect-
ing health related information as well. However, users have
shown different behaviour and concerns regarding sharing
their health related information with others. For example,
sharing a sexual related disease on a public forum for the
sake of getting answers or with the family doctor might be
totally accepted by some people while being considered awk-
ward if shared with friends or family members. Therefore,
we believe that health related information must be treated
with extra caution, considering both security aspects along
with users’ privacy related concerns before being shared.

Different rules and legislation formed by governments to pro-
tect individual and their PHI. For example, under the US
Health Insurance Portability and Accountability Act of 1996
(HIPAA) [1], covered entities, which include health care
providers, insurers and their business associates, are lim-
ited in the types of PHI they can collect from individuals,
share with other organizations or use in marketing commu-
nications. In addition, PHI must be provided to patients
if requested, preferably in an electronic format, and cannot
be sold unless it is being used for public health activities, re-
search, treatment, services rendered or the merger/acquisition
of a HIPAA covered entity. Similarly, the Canadian Personal
Health Information Protection Act, 2004 (PHIPA), controls
the collection and disclosure of PHI by forcing physician to
explicitly get the consent of the individual unless otherwise
stated by law [2]. In specific circumstances, a ”circle of care”
is defined, which is defined by a number of involved parties
such as caregivers and physicians that could assume the indi-
vidual’s implicit consent in specific cases and therefore share
his information without direct consent [11]. This process
must be carefully considered and could be only approved
under circumstances mentioned in PHIPA. It is clearly ob-
served that rules and regulations are established for pro-
tecting users’ data, yet when it comes to practice, specially
when using online services, users may face different set of
challenges toward maintaining their information privacy.

In this study, we identify some of the research points and



try to classify existing literature respectively. Due to the
complexity and variety of existing threats and issues related
to sharing personal data and PHI, we do look specifically af-
ter studies related to sharing data on online platforms such
as websites and online social networks. The study is aimed
to provide a clear understanding about the current level of
knowledge in regard with sharing users’ PHI and maintain-
ing its privacy. The study is also made mainly to investigate
existing literature to understand users’ perception toward
sharing PHI and understanding privacy related issues.

The rest of the paper is designed as following: in section 2,
main research points in regard to sharing PHI is going to
be presented and discussed in details. In sections 3, future
work and suggested studies will be proposed, followed by the
conclusion section at the end.

2. DISCUSSION
In the following sections, we will present in more details re-
sults of the applied broad literature survey by classifying
the research to main points. These points are classified con-
sidering the main stakeholders of the study: individual PHI
owners, involved organizations and individual professionals
such as doctors and hospitals, governments and law enforce-
ments, online system designers and operators. We did have
this specific classification due to the wide use of online sys-
tems such as websites and online social networks and their
emerging role in the users’ PHI sharing process. Also, we
consider personal health information as important as other
personally identifiable information, and therefore, any con-
cern would be applied to both PHI and PII. We specified
5 research points as following: Health Related Data Protec-
tion and Information De-anonymization, Privacy and Shar-
ing Information in Online Platforms, User Control Over
Publication, Privacy Enhancement Tools, and finally User
Attitude and Behaviour.

2.1 Health Related Data Protection and Infor-
mation De-anonymization

Health related data protection is a subset of the overall data
protection theme. Due to the significant value and impor-
tance of health related data, along with users concerns about
who gets access to the data and how, protecting health re-
lated data and records agains various threats has been a
hot topic in the past decade. Several threats exists when
it comes to data protection, starting with physical threats
to data centers, storage media and connected devices, to
all other different cyber attacks. Data protection in gen-
eral, and personal health related data in specific tend to
have significant importance for individuals and organization
and therefore, protecting them must be a priority. When
it comes to publishing users’ data for the purpose of re-
search, information privacy is considered as a main concern.
Although it is essential for researchers to use these infor-
mation to enhance knowledge and possibly produce benefits
for the health care society, information privacy must not be
sacrificed with. Therefore, it has been assured that users’
information privacy must be considered and as a result, re-
lated data must not be published unless anonymized under
a set of standards.

Information de-anonymization is a well addressed issue when

it comes to personal data anonymization. Data anonymiza-
tion is the process of manipulating PII and replacing them
with some identifiers for the sake of preserving privacy. Many
attacks have been identified and discussed toward reverse en-
gineering the anonymized data. In these attacks, researchers
have shown that information could be de-anonymized by
several means specially when some parts of the actual data
is known to an adversary.

A number of de-identification or anonymization techniques
have been applied by well known health care organization to-
ward making anonymized copies of patients data that would
be publicly available for researchers. El-emam and his col-
leagues at the ”Electronic Health Information Laboratory1”
have published a number of studies that aim toward large
dataset de-identification (anonymization) and re-identification
(de-anonymization), and described attacks and counter at-
tacks, and showed how each one could be effective in certain
situations [25, 20, 15]. He recently published an article that
shows how large sets of medical records could be anonymized
and publicly available for research purposes by achieving
some level of anonymization acceptable by US Health In-
surance Portability and Accountability (HIPPA) [14]. How-
ever, he also described attacks that could reveal approxi-
mately 5.8% of the latest published long term dataset by
Heritage Health Prize (HHP)2, even when these data sets
were claimed to meet the HIPPA requirements that speci-
fies the risks of re-identification to be less than 0.05% [14].

Another set of de-anonymization attacks have been imple-
mented on anonymized copies of online social networks. Again,
and for the sake of research and its significant benefits, some
online social networks would try to anonymize subsets of
its existing data represented by its users and their inter-
personal ties, communication, demographics and etc. and
provide the anonymized copy to researchers. These online
social network de-anonymization have proven to be weak
and therefore, several attacks have been proposed to pro-
vide insight about existing threats and suggest solutions [7,
34]. For example, in online social networks such as Twitter,
attackers where able to de-anonymize a copy of the network
by creating few known links that could be identified after the
network was anonymized. Other attacks only relied on the
network topology without the need to create dummy nodes
and sybil with an error rate of 12% only [26]. Wondracek et
al have shown in [33] that online social network users could
be identified by knowing their group memberships (groups
they belong to), simply by exploiting these data from the
online social network website.

Many studies have been published to prove that information
de-anonymization is not a feasible technique. In fact, some
studies where even more pessimistic [27], requiring govern-
ments to immediately act and save the broken promises by
means of new privacy protecting rules and regulations. In
reality, we notice an accumulative amount of attention to-
ward preserving users’ information privacy by several means.
Although information anonymization was proved to be not
completely effective (100% anonymization), it has been ar-

1University of Ottawa, http://www.ehealthinformation.ca
2HHP is a global data mining competition to predict, by
using claims data, the number of days patients will be hos-
pitalized in a subsequent year



gued that the newly applied standards and techniques would
assure an acceptable level of information anonymization spe-
cially in large scale data sets. In case of online social net-
work anonymization, so much has to be done. It might be
due to the ungoverned operations and structure of the ex-
isting social networks, or due to the lack of related rules
and legislations. The future is promising and people are be-
coming more aware about their privacy and therefore, we
suspect that within the coming years, this issue would get
more attention and reaches its equilibrium state.

2.2 Privacy and Sharing Information in On-
line Platforms

This section is related to users’ perception toward sharing
and publishing health related information. Sharing health
related data is considered as a subset of sharing personal
data issues. Personal data may include Personal Identifying
Information PII and other types of information such as per-
sonal health information PHI. Users have shown concerns
about how private would they like to have their PHI to be
and from whom they are more likely to hide these data.
Also, with the large set of online databases and online social
networks, the leakage of personal data on online platforms
are of users’ concern. The question is ”does existing on-
line systems appropriately maintain users’ information pri-
vacy when sharing personal data online?”. To answer this
question, we will assume that online systems do maintains
an adequate level of users information privacy, regardless of
the individual practices. This means that users’ privacy will
be maintained when using these online systems and their
personal data will be safe against possible leakage, even if
they were benign users with minimum knowledge about pri-
vacy related settings (if any). In reality, several attacks have
been proposed on a number of online systems, most of them
showing privacy breaches existing in the design and struc-
ture of used online systems, leading to information leakage.
in the following paragraph, we will present a number of these
studies briefly without going into details of the implemented
attacks since our objective here is to prove that attacks are
possible and information leakage is happening rather than
how it happens.

Krishnamurthy and Wills have shown that popular online
social networks implement default privacy settings that are
more likely to be used by most users and which will pub-
licly reveals most of the users’ information [21]. They also
discussed different means of leakage of PII on online so-
cial networks in their later study in 2010 [22]. In another
study, the authors have found that while privacy concerns
are not clearly presented in the users’ ephemeral online ac-
tivities such as posting and commenting on posts, aware-
ness and familiarity with privacy controls is being observed,
which suggests that existing online social networks might
have failed in transferring users’ privacy concerns into the
technical boundary control mechanism [28].

A set of privacy breaches and information leakage on online
systems have been identified as a result of the operations
of third-party applications, who may implicitly grant access
to users’ personal data for the purpose of providing a free
service or playing an online game [10, 16]. More over, a
number of utilization techniques used on some online social
networks such as friends suggestion, users’ similarity pro-

jection, and targeted adds, would result leakage of personal
information as described in [24, 29]. Finally, in a totally
different study than what mentioned before, Turow et al
have showed that the commercial use of the term ”Privacy
Policy” has strong implications on users’ perception toward
their privacy protection, leading them to think that the plat-
form would keep their data private [31]. The existence of the
legal term would not guarantee any privacy protection and
its misleading use should be legally regulated by responsible
authorities to avoid privacy leakage.

In a nutshell, it has been shown that online collaboration
systems, specially online social networks have not met users’
concerns when it comes to privacy control and information
leakage prevention [18]. They tend to operate under a cer-
tain level of pragmatic and vague privacy controlling mech-
anism that is insufficient to preserve users’ data when con-
nected to online social sites. On the other hand, users’ ei-
ther have little knowledge, or wrong perception about exist-
ing threats to their personal data on online social network.
More importantly, the free service providers such as online
social networks heavily rely in their core structure on gather-
ing and analyzing their users’ data and making use of them
in targeted adds and other monetary services!

2.3 User Control Over Publication
With the fast growth of online systems, users’ information
and data are gathered, stored and maintained online through
different platforms, and have been available for authorized
use in order to facilitate sharing and transferring informa-
tion in a timely manner. Whether if it is a governmental
agency, an educational institute, a physician or simply an
online social network, some personally identifiable informa-
tion (PII) is usually required to maintain user records. Users
must provide these information in order to facilitate the use
of these online systems and possibly let them create pro-
files and records for each individual user. At the receiving
end, these parties must maintain the security and privacy
of the stored data and prevent such information from been
disclosed by unauthorized users.

Some service providers require users to have public online
profiles that contain some information about the users. These
public profiles could be created either by the users or by the
online service provider. In both cases, the users only have
control over what data to give to the service provider and no
control over the published data as soon as it has been pub-
licly available (i.e. they can not control who can see and use
their published data and where it could be used). With the
existence of mixed public and private profiles, it is difficult
to manage anonymity of users data, specially on online social
networks, where boundaries are not well defined or under-
stood by the average users and information anonymity could
be easily revealed by exploring users’ surrounding space in
the network [35]. Moreover, researchers have shown that
users have misunderstanding about how things work. They
think that others are prevented from unauthorized access or
usage of their publicly available data simply because they
only provided these data to some known service providers
and not to the public. Therefore they establish this ”illu-
sion of control” over the availability of their published data
to third parties, where in fact, these data was collected to
create a public profile in the first place!



To conform the ”illusion of control” hypothesis, some exper-
iment where implemented and the results showed that users
are more concerned to provide their personal data to online
service providers when the public profile creation and pub-
lishing involves a third party [9]. In the experiments, users
where told to provide personal data for the purpose of cre-
ating an online public profile for them by their university
website. Two conditions existed, both have same outcomes,
which is creating and publishing a public profile for the uni-
versity website. In the first experiment, users have been told
that the university will create and publish the data where in
the second identical experiment, users have been told that
a third party would create the profile on behalf of the uni-
versity. Results have shown that users show less trust by
providing fewer personal information when a third party is
involved [9]. They actually feel more compromised with the
existence of a third party, confusing the accessibility and
publishing of their personal data. In both experiments, ac-
cessibility of published data is not controlled by the users,
yet the users think they may prevent unauthorized access
simply by providing less information.

Another issue regarding control over publication of public
profile is raised when dealing with different online social
networking platforms, which in some cases have transferred
the privacy control fully to the users. On the other hand,
the privacy control mechanism implementation is not logi-
cally feasible due to the network structure and the utiliza-
tion techniques used by the network operators, which mainly
focus on sharing information. Therefore, users might think
that they are tuning their privacy while in fact, what is being
published could be indirectly seen and accessed by others.
To overcome such dilemma, and as a result of their study
in [23], they suggested a collaborative boundary regulation
framework for managing privacy on online social networks by
means of group negotiation and discussion and then making
decisions about managing group privacy. They also classified
existing strategies implemented by their participants to and
identified the following strategies: Individual and Collabo-
rative, Preventive and Corrective, Mental and Behavioural
[23].

People have shown higher level of privacy concern regard-
ing sharing their information with strangers in real life and
online social networks. Meanwhile, users have shown less
care and sensitivity toward preserving their privacy when
captured in the wild, sharing almost everything on online
social networks such as Facebook, starting with their PII,
and not ending at their physical location, romantic status,
personal believes and etc. Why this contradicting behaviour
and saying something and doing another thing? Researchers
have tried, and still trying to find explanation for this phe-
nomena. Some refer this behaviour to the lack of awareness
of privacy implications of sharing personal data on online
networks, while others refer to the illusion of control over
publication issue [23]. Some explain it as the trade off that
leads users to choose between the benefits of using a service
over their personal privacy implications. In their study [6],
Acquisti and Gross have showed that a significant majority
of Facebook users are not aware of their profile visibility, or
even if they are, they tend to have the ability of control over
their privacy by self maintaining their privacy setting, and
not considering the actual visibility of their profiles. Also,

participants have shown less knowledge about how Facebook
is treating their stored data, which could be a sign of overall
blindfold trust in the network operators.

2.4 Privacy Enhancement Tools
Several privacy technology tools have been developed and
tested for the sake of preserving users’ privacy on online
platforms. These tools where seeded by works of computer
security and cryptography experts. Different tools with dif-
ferent goals have been developed, some used for securing
users’ stored data, others help securing transferring data,
and finally, preserving users private data from unauthorized
access when partially published on shared online platforms.
These tools are so called ”Privacy Enhancement Tools” or
PET, which usually aim to preserve users’ data privacy with
different means [12, 8].

Another set of tools, which are called ”Transparency En-
hancement Tools” or TET, which are introduced to preserve
users’ data privacy by evaluating possible threats to users’
data on an online system and informing the user about them
[32, 19]. TETs might also suggest preemptive moves toward
data privacy preserving when it comes to sharing data on
online platforms. For example, TET might be used to help
users understand how their data would be shared on specific
websites, or who would be able to see which part of the data
and how would this effect the privacy of the users. Both
PETs and TETs are important nowadays specially with the
growth of online social networks and the huge number of
users who sometimes tend to unconsciously publish their
personal data on online networks while not considering the
subsequences of their actions.

At the end, one must not think that tools such as PETs
and TETs are going to fill the existing privacy protection
gap of the online social networks and other online systems.
They aim at providing different means of enhancing privacy
protection and leveraging current user practices on online
collaborative systems and would not guarantee protection
of users’ data and privacy.

2.5 Users Attitude and Behaviour
In this section, we will go through a number of studies that
have been made on users in order to understand their be-
haviour and attitude toward sharing health related informa-
tion online. The Pew Internet and American Life Project
[5], which is a project of the ”Pew Research Center”, is con-
sidered as a reliable source for latest statistics regarding the
impact of internet on individuals, communities and health-
care practices (they would also produce statistics in other
fields that is not of our interest for this specific study). Based
on a survey in September 2010, they specified that 80% of
U.S. internet users, whom represent 59% of U.S. adults, look
online for health information, while 15% of U.S. adults use
their mobile phones to look for health related information
[17]. When people have health related questions, the default
answer is : ”I don’t know, but I can try to find out”, accord-
ing to [17]. This implies that people most likely would go
and search the internet to get quick answers to their health
related questions. Table 1 shows a summery of the finding
and statistics stated by Pew Internet [17].

On the other hand, studies have shown that an increasing



Table 1: Users online behaviour with respect to
health related information

% of U.S. Adults Online Behaviour

15% used the internet to look for health
related information

15% used their mobiles to look for health
related information online

25% read someone else’s comments or
experience about health related in-
formation on online websites, news
groups, or blogs

18% consulted online reviews of particu-
lar drugs or medical treatments

13% went online to search for others who
share similar chronic and rare con-
dition disease

20% tracked their weight, diet and exer-
cise routine or other health indica-
tors online

4% posted comments, questions or in-
formation regarding their health
online

3% posted their experience with a par-
ticular drug or medical treatment

Table 2: Online social network users behaviour with
respect to sharing health related information

% Online Social Network Users Online Behaviour

23% have followed their
friends’ personal
health experience or
updates on site

17% have used social net-
working sites to re-
member or memorial-
ize other people who
suffered from a cer-
tain health condition

15% have got any health
information on the
sites

number of users are using Emails and online social net-
works such as Facebook to share their health experience
[13]. They study made by Lucid Marketing and HeardIt-
FromAMom.com have shown that 84% of Moms often share
health related information via email and 69% often share via
Facebook. Email and Facebook are also the places where
they most often hear recent news (email 83% and Facebook
76%). As shown in Table 2, similar results have published by
Pew research that confirms the importance of social media
in healthcare.

Using online websites, blogs and online social networks for
the purpose of gathering and sharing health related informa-
tion has been significantly increased during the past years,
and yet does not seem to stop. This could be a result of
the fast and on click access to a bank of online information,
that in many cases would help the users find their answers
in a timely manner. It has become more than sharing in-

formation, it turned to an educational process. People go
online, share information, discuss with others, compare to
their experience, and possibly post their own experience,
whether negative or positive. Availability of a variety of
resources, instant access, and daily use of online social net-
works could be other reasons behind the emerging number
of users that would share or surf health related information
on online platforms.

3. FUTURE WORK
The study has resulted pointing out several points related
to sharing health related data on online platforms. These
points have been discussed and presented in the previous sec-
tions. However, a number of important aspects have been
missing from the literature or been weakly addressed. For
example, the lack of understanding about what users actu-
ally would like to experience when sharing their data on an
online social network or website. Other examples could be
listed as following: users information privacy concerns when
sharing data online; how and by whom would users want
their data to be viewed, processed and gathered; what level
of anonymity is required by the users; how usable and secure
is the online platform and etc.

We suggest a large scale user study to be done in order
to identify users’ actual privacy concerns when it comes to
sharing health related information online. Staring by inter-
viewing users to identify their needs and requirements, both
in terms of privacy and usability issues. We believe that it
is not right to transfer the privacy protection process to the
user side rather than to be maintained by the online sys-
tems themselves. Users are not designers of the system and
therefore, they will never fully understand the implementa-
tion and possibly make wrong assumptions as well. To avoid
that, the system must be design around the user, consider-
ing all (most) of his needs, concerns and limitations. Next
step is designing low fidelity prototypes and testing it on
users to get feedback and then move to higher fidelity pro-
totypes. System evaluation is an essential step that must be
considered all the way while doing this user study. Finally,
the prototype must be tested on a broader range of people
in order to validate its usefulness and effectiveness in terms
meeting users’ requirements and needs.

4. CONCLUSIONS
In this study, we have shown that online platforms that are
widely used by people to share their personal health infor-
mation are vulnerable toward several types of attacks. These
online websites and social networks suffer from the following
vulnerabilities: Information de-anonymization, information
leakage through privacy breaches, information harvesting by
third-party application, and lack of proper privacy controls.
Although some technical aspects like data anonymizations
have been addressed in more detail, other technical and pri-
vacy related aspects have not reached an acceptable level
in practice. It might be due to the commercial nature and
collaborative structure of the free service providers such as
online social networks, or due to the loose boundary regula-
tion mechanism provided by online application developers.

However, the fact is that online platform users’ needs and
concerns are ignored when designing such online collabora-
tive systems. Now, online social networks and websites have



millions of users in some cases, and when privacy concerns
arise, the system developers will possibly look for patching
solutions, that would not be helpful in most cases. On the
other hand, because of the high demand and daily use of
its participants, it is difficult for the system operators to
drop their services and redesign the whole system, due to
the reputation and commercial damage that they would re-
ceive. Therefore, we observe clearly how privacy concerns
are sacrificed for the purpose of other benefits.

At the end, we suggest that users’ needs must be considered
and their privacy concerns must be used as the basis for
designing any collaborative online system that will be used
to share personal information in the future. The result must
be a user friendly system, that could be used by different
people with different capabilities, with a user centric design
that meets the users’ needs and requirements.
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