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Why Intermittent Faults®
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* Intermittent faults are becoming more prominent with technology scaling
[Constantinescu 2008].
* One experiment has shown that intermittent faults were responsible for at
least 39% of processor failures [Nightingale et al. 2011].
» Large scale Microsoft study on a million consumer PCs based on
Windows Error Reporting process.
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Why Online Fine-grained Diagnosis?
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e Intermittent faults can
occur after the chip is
shipped to the customer
and so they need online
diagnosis.
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Hardware/Software Co-Design

Our Approach

Running Software Software Layer

memory
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SCRIBE:
Providing Visibility through RUI Log

 Hardware layer collects the
resource usage information as the
Instruction moves through the
pipeline.

* RUI entry of an instruction is stored
in a buffer to be sent to memory
when the instruction is committed.
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SCRIBE: Logging RUI to Memory

Superscalar Pipe
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Failure and Diagnosis Scenario

®
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1. Gather RUI and log to memory 5. Construct replayed program’s
(SCRIBE) DDG (SIED)

6. Log replayed program’s
register and memory state
3. Log Program'’s register and (SIED)

memory state (core dump)

2. Failure due to intermittent fault

7. Construct augmented DDG

4. Deterministic replay on another and backtrack using analysis
core (SIED) heuristics (SIED)
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SIED: Software Layer

Two Snapshots
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SIED: Example of DDG Analysis

Two Snapshots
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Experimental Setup
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Experimental Methodology
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Accuracy (%)
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» Accuracy Definitions:
* Probability of the faulty resource being among
the resources suggested by SIED

Di
# of Successful Diagnoses « 100

accuracy =
Y Total # Diagnoses
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Accuracy (%)
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* |naccuracy Reason:
» SIED only knows about correctness of final
data

Maximum Accuracy:
LSQ - 95%

e Backtracking:
 Resources used in correct instructions in
the backward slice of erroneous
iInstructions will also be counted.

Minimum Accuracy:
IFQ - 71%
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Performance Overhead (%)
N

Deconfiguration Granularity

Trade-off: E
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Fallure Recurrence
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* Intermittent faults are non-deterministic but recurrent.
» Every diagnosis of a recurrent failure provides more information.

* Resource counters are the average of the resources counters among
multiple recurrences.
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» We report the accuracy after the 4th recurrence.
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Performance and Power Overhead

* Online performance overheads:
Narrow: 11.53%
Medium: 11.88%
Wide: 23.21%

* More Pipeline Stalls => Less Scribe Overhead
* RUI entries keep being sent even when the
processor is stalled.

e |Largest source of power overhead:
D-Cache accesses
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14.7%
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Average Power
Overhead:
9%
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Related Work
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: + Diagnosis: :
5 * [Bower et al. 2005] - Duke University E
E e Hardware only approach :
E  Based on resource counters :
: None of the previous works has studied the | E
. * i fine grained aign E
diagnosis of :
intermittent faults. :
SN
E * Hybﬂd .
. * Only for Load Store Unit :
E » Goal: diagnose design faults :
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sSummary

Introduced a Hybrid Hardware-Software technigue for intermittent
hardware fault diagnosis
 SCRIBE: Provide resource usage visibility to SW layer
e Performance Overhead : 14.7%
 Power Overhead : 9%
« SIED: Use the information provided by SCRIBE for diagnosis
 Accuracy: 84%

Diagnosis with such a fine granularity enables chip repair using
deconfiguration with less than 2% slowdown.

First framework to decouple
» diagnosis information and
e diagnosis algorithms

Building block for other diagnosis algorithms
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Oracle Mode
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* Only correctness of final
data is known.

e Option: Save output of
every instruction along with
its RUI.

* Correctness of all data
in the DDG will be
Known.
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Configurations

. Machine Width
Topic Parameter Nar Med | Wide
Fetch 2 4 8
— : - Decode 2 4 S
Pipeline Width Tssue o) il g
Commit 2 4 3
Array Sizes ROB Size > o o
y SQ Size 32 32 32
Integer Adder 2 4 8
Number of Integer Multiplier | 1 I I
, . FP Adder I I “
Functional Units —FP Multiplier | | |
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