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4.5.2 Using gllamm
Random-intercept model

We start by using gllamm to fit the random-intercept model:

. gllamm gcse 1rt, i(school) adapt

number of level 1 units = 4059
number of level 2 units = 65

Condition Number = 35.786606
gllamm model

log likelihood = -14024.799

gcse Coef. Std. Err. z P>lz|

[95% Conf. Interval]

1rt
_cons

.5633697

.0124863 45.12  0.000
.0239115

.538897
.4002945 06.06 0.952

=-.7606514

.5878425
.8084744

Variance at level 1

56.572669 (1.2662546)

Variances and covariances of random effects

,‘estimates store rig

ent model

us.gllamm command for the random-inte

random intercept was the i(school) option.

random slope Caj, we will

in (4.1), Le, z;; or 1rt. This is done by specifying

tion for the var

t, we just specify a variable equal to 1:

reept model, all that wasg required

also need to specify the variable multiplying
an equation for

iable multiplying the random intercept C15, and
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+ Benerate Cons = 1

€9 inter. cons

; nrf (2) Standing o, “numbe, of rap, om effect
an intercept and a slope) and specify both &quations, inter and slop
Option.
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variance gn covarjance) to zero.

c Matriyx 4 - e(b)
© matrix 5 o (a,0,0)
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he bParameterg 4,4 given in the matrix Matters, apg Whep going hypothesmaltliiz
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always at the end.) T, use the Parameter Matrix a a4 Stay ting va]ues, we SPecify e L does no
from(a) g €OPy optiong, Finally, ¢ get good estimates ag f, st as ol

o herical Quadrature pyjq of degree 15 (see se

Ilip (15) .

¢ 6.11.2),

ing ip(m) apg
- &llamm &cse 1rt, i(school) nrf(2) o
> adapt from(a) copy

correct p-value fo ~:
the naive p-value

The naive like
9s(inter slope) ip(m) nip(1s)

lumber of leve] 1 unitg

i Stata:
i . Irtest rc :
= 4059 ] Likelihood-r:
Dumber of level o bnits = gg : (Assumption:
te: LR test
Condition Numpey - 35.440529 | No
8llamp model
log likelihood = ~14004.613

: The output corre: |
v 2 but this mak
: rejected in favor ¢

[95% cons. Interval}

7.84 0.000

5175358
~0.29 0.773 ~.8957181

9222 - 47 Interpret:
.595
- 6655485

The population-m
: These estimates :
» and also similar t
—————————————————————————————————————————————————————— ~ on page [44. T.h(:
- I | standard deviatio
'J is due a bette;
I e 15 due to a be

**xlevel o (school)

model. which rela
; matrix of the inte
‘ ordinary least-squ
i .
var(1). 9.0446845 (1.8310103) ‘
V2,05 18040306 (06915204, T2, 4975435,
var(2).

1453559 C. 00457725)

The easiest wa

cept and random
mtercepts and sloy
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yefficient 1odels
The gllamm output gives the maximum likelihood estimates of the within-school vari-
ance ¢ under Variance at level 1 and the estimates of the elements Wi, o, and
. ol the covariance matrix of the random intercept and slope under Variances and
: covariances of random effects. These estimates are also given in table 4.1.
Caete e 0 i :
«dom effects s 2 ;
ope. i the eqs)
4.6 Testing the slope variance

. -intercept , : .
random-i e Before interpreting the parameter estimates, we may want to test whether the randoni-
‘cept variance. . S b » : i pecili
antercept 1\( (l coctficient model “fits better” than the nested random-intercept model. Specifically. we
e random-slope .
the ranc 1est the null hypothesis

Hy: abgs =409y =0

which is equivalent to the hypothesis that the random slopes G2j are zero. The null
iivpothesis lies on the boundary of the parameter space since the variance Yoy must

s, and when gl be nonnegative. Therefore, as discussed in section 2.6.2, the likelihood-ratio statistic
new pma_nwt«?l:ﬁ o [ does not have a chi-squared distribution wnder the null hypothesis. Fortunately, the
Tues, we specily m_p correct p-value for testing the slope variance can also shnply be obtained by dividing
. as possible, we the naive p-value from the likelihood-ratio test by 2.

1

[P R

ed using ip(w) ) RSN . : A .
The naive likelihood-ratio test cau be performed using the lrtest command in

Stata:
,{(15)
. Irtest rc ri
Likelihood-ratio test LR chi2(2) = 40.37
(Assumption: ri nested in rc) Prob > chi2 = 0.0000

Note: LR test is conservative

The output correctly states that the test is conservative. We can divide the p-value
by 2 but this makes no difference to the conclusion that the random-intercept model is
tejected in favor of the random-coefficient mode).

rvall

47

459 Conf . Inte

Interpretation of estimates

5176358 '59295?;?32

2 .66 : N Deiriilass . . .

8’9'5’731/ ‘ Th? Pﬂpl;%atlon~mean Intercept and slope are estimated as —0.12 and 0.56, respectively.
e ﬁml%}tes are similar to those for the random-intercept model (see table 4.1)

Har to the means of the school-specific least-squares regression lines given
The estimated random-intercept standard deviation and level-1 residual
ation are somewhat lower than for the random-intercept model. The latter
ter fit of the school-specific regression lines for the random-coefficient
elaxes the Parallel regression line restriction. The estimated covariance
Tcepts and slopes is similar to the sample covariance matrix of the
8Ies estimates reported on page 144.

0 in'terpret the estimated standard deviations of the random inter-
€18 to form intervals within which 95% of the schools’ random
T€ expected to lie. It ig important to remember that these intervals
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1.8.1 Maximum likelihood estimation
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Command regress totres 1rt
mli -b[_cons]
mls: ~b[1rt]
by:  school

Statsby groups
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.................................................. 50
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L2

consistent with Stata’s convention of treating the fixed intercept as the last regression
paraieter i estimation commanls.

To compare the empirical Bayes predictions with the maximun likelihood estimates,
we list one observation per school for schools 1-9 and school 48:

list school mli ebi mls ebs if pickone==1 & (school<10 | school==48), noobs

E school mli ebi mls ebs
; 1 3.948386 3.749336 .1528115 .1249755
; 2 4.937837 4.702129 .2045584 .1647261
3 5.69259 4.79768 . 0222564 .0808666
4 .15626213 .3502505 .2047173 .1271821
5 2.719524 2.462805 . 1232875 .0720576
6 6.14715 5.18381 -.0213859 .05686242
7 4.100311 3.640942 -.3144541 ~.1488697
8 -.1368859 -.1218861 .010678 .0068854
9 -2.2586 ~1.767983 -.1555334 -.0886194
48 -32.607 -.4098185 -7.458484 ~-.0064854

Most of the time, the empirical Baves predictions are closer to zero than the maximum
likelihood estimates due to shrinkage as discussed for randon-intercept models in sec-
tion 2.9.2. However, for models with several random effects, the relationship hetween
empirical Bayes predictions and maximum likelihood estimates is somewhat more com-
plex than for random-intercept models. The benefit of shrinkage is apparent for school
48 where the empirical Bayes predictions appear more reasonable than the maximum
likelihood estimates.

We can see shrinkage more clearly by plotting the empirical Bayes predictions against
the maximum likelihood estimates and superimposing a y = z line. For the random
pt, the command is

twoway (scatter ebi mli if pickone==1 & school!=48, mlabel(school))
(f?nction y=x, range(-10 10)), xtitle(ML estimate)
Yritle(EB prediction) legend(off)

the random slope, it is

2y (scatter ebs mls if pickone==1 & school!=48, mlabel(school))

Ftlon V=X, range(-0.6 0.6)), xtitle(ML estimate)

le(EB Prediction) legend(off)

nds produce the graphs in figure 4.9, (We excluded school 48 from the

€ the ML, estimates are so extreme.)




P
. 257
_aredees3

EB Prediction

EB Prediction
0

58

]
ML estimate

Figure 4.9. Scatterplot of e
(ML) estimates of
as reference lipeg

Mpirica) Bayeg (EB) predict
school—speciﬁc interce

4.8.3 Mode} visuah'zation

To better understand the random—intercept and ra.ndom-coefﬁcient models, and iy par-
ticular the variability implied by the random part_ ;
dicted mode]; i

I'to produce 8graphs of pre.

ividua] schools, This can be achieved

using the Predict commy Option to obtain school-specific fitted
regression lines, wigh maximum likelihood

Tameters (3, and ) and empirica] Bayes p

estimateg substituted for the regression pa-

redictiong substituteq for the random effects
(g‘l',- for the random-intercept model and ¢1; and C2; for the ra.ndom-intercept model).
For Instance, for the random—coefﬁcient model, the predicted regression line for school
7 i

ained &-Ild Plotted ag follows:

fitted
SOrt school 1rt

Yij = B+ Boz;; + Gy + Cojit;
These predictions gre obt

- Predict murc,

twoway (line murc Jrg, connect(ascending))
> ytitle(Empirical Bayes

> Xtitle(LRT)
Tegression lines fo

T model 2)
To obtain bredict

ions for the rand
stored under the

Om-intercept mode)
name rj:

» We must firsg restore the estimates

estimateg Testore rj
eSults ri ap4 active noy)
- Predict muri,

(r

fitted
80rt school 1rt

(i{ne‘“ ]
itle(Empiric

» . .( !
Figure 4.10: Empiric
© .

random-intercept m¢

The predicted sch.oo]
{with vertical shifts
model where the slo
After estimation
fines would be

estimates restc

gllapred murcg,

48.4 Residual diz

i
H
i
§

If the normality as
H

level-1 residuals ¢;;
also have normal di
level-1 residuals usi

. predict resl
To plot the distriln
per school. and we
can now plot all th

. histogram re

- histogram re

. histogram re




oefficient models

.
4 -\
Lepbies ose
P .19

imate

maximum likelihood
) with equality shown

Bayes prediction tends

e is true for maximu

jent mode
0 produce
s. This can D¢
tain 5chool-Spec

s, and in pa¥

ific fitted
ress'lon p&

1~ f Residual diagnostics 165

wyovay (line muri 1rt, connect (ascending)), xtitle(LRT)
> vtitle(Empirical Bayes regression lines for model 1)

The vexulring graphs of the school-specific regression lines for both the random-intercept,

canlel aned the random-coefficient model are given in figure 4.10.

10 20 30
L s

0

Empirical Bayes regression lines for modet 2
-10

¥ T —
=40 -20 0 20 40 -40 40

Fronre 110: Bmpirical Bayes (EB) predictions of school-specific regression lines for the
cesbap-intercept model (left) and the random-intercept and random-slope model (right)

The predicted school-specific regression lines are parallel for the random-intercept model
fwith vertical shifts given by the (1) but are not parallel for the random-coefficient
model where the slopes £y + Ca2j also vary across schools.

‘ After estimation with gllamm, the syntax for obtaining school-specific regression
lines would be

estimates restore reg

gllapred murcg, linpred

484 Residual diagnostics

¥ the nor
g

mality assumptions for the random intercepts (15, random slopes (»;, and
iduals € are satisfied, the corresponding empirical Bayes predictions should
ormal dl_stnbutlons. After estimation with xtmixed, we obtain the predicted
uals using

Tesl, residuals

101}8 of the predicted random effects, we must pick one prediction
'?.NCCC.)mphsh this using the pickone variable created earlier. We
distributions using '

ickone==1, normal xtitle(Predicted random slopes) +

ckone==1, normal xtitle(Predicted random intercepts)

~Xtitle(Predicted level-1 residuals)
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andom—coefﬁcienr models

| although the one for 4.8.5 Inferences for individual schools
rimal alt . A = . . .
The random-intercept predictions C1j can be viewed as measures of how much “value

the schools add for children with LRT scores equal to zero (the mean). Therefore. the
left panel of figure 4.9 sheds some light on the research question: which schools are most
cifective? We could also produce similar plots for children with different values 29 of

he LRT scores:

i}] +*£§21J)-F é}j + @;j.r”

For instance, in a similar application, Goldstein et al. (2000) substitute the 10th per-
centile of the intake measure to compare school effectiveness for poorly performing
children. It does not matter whether we add the predicted fixed part of the model since
rhe ranking of schools is not affectecd by this. Unfortunatelv. xtmixed does not pro-
vide standard errors for random-eflects predictions at the thme of writing. We therefore
+ restore the gllamm estimates

:vedicted random siopes
. estimates restore rcg

tercepts and slopes ‘ and use the postestimation command gllapred with the u option to obtain empirical
: Bayes predictions and corresponding standard errors for the random intercepts ¢;; and
random slopes Coj

- gllapred reff, u
(means and standard deviations will be Stored in reffml reffsi reffmd reffs2)

random effect, with predictions stored in ref fmi1, is now the random intercept
eas this was the second random effect in xtmixed. The predictions of the
lopes C25 are stored in reffmo.

g:to the question of comparing the schools’ effectiveness for children with
qual to 0, we can plot the predicted random effects with approximate 95%
als (based on the prediction error standard deviations in reffsi) using

reffmi + 1.96*reffs1 + .4

81 reffsi rank if f==1, addplot (scatter labpos rank,
Bsymbol (none) mlabpos(0)) scale(1.96) xtitle(Rank)

Gj‘e added to the graph by superimposing a scatterplot onto the
"h addplot () option where the vertical positions of the labels are
abpos.) The resulting graph is shown in figure 4.13.

(Continued on next page)
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L9 Two-stage model formulation 169
Ficient models
where the intercept 7 and slope 7y; are school-specific coefficients (the Greek letter ]
ix pronounced eta). The level-2 nodels have these coefficients as responses

My = o+ Gy

i = a1+ Coy (4.5)
Sometimes the first of these level-2 models is referred to as a “means as outcomes”
or “intercepts as outcomes” model and the second as a “slopes as outcomes”™ model.

It is assumed that, given the covariate(s), the residuals or disturbances Gy and (y; in
the level-2 model have a bivariate normal distribution with zero me

matrix: . y
[ b1 )
v = [ b v J7 Y1 = 12

a1 oy

an and covariance

Itis important to remember that the level-2 models cannot be estimated on their own
hecause the random effects M15 and 125 are not observed. Instead, we must substitute the

level-2 models into the level-1 model to obtain the reduced-form model for the observed
responses y; ;

onfidence intervals

Yy = i+ CU + (721 + ng) Tij -+ €j
Sm———— e——
1s) o g
two students from : = U T+ Gy Gy + g i
ClS that the rankillg5 fixed random

poor, medium, an
lifferent values (?f I)
the corr () optiot

= P+ Boxs; + (i + C2j%i5 + €

In the reduced form, the fixed part is usually written first followed by the rand
%l}d7"we ‘Can return to our previous notation by defining 3, =
; del is thus equivalent to the model in (4.1).

om part,
71 and fy = v5;. The

evel-2 covariates (covariates that do not vary at level 1) are included in the
odels. For instance, we could include dummy variables for type of school, Wa;

- ol & schools and ws; for girls’ schools with mixed schools as the reference category.
‘dom_C(:fﬁiZtioﬂ (e - these dummy variable in the model for the random intercept
*h as edue
fied in ¥ M3 =t Yewa; + mgws; + (yy

0 becomes

= T+ yowg, Y13W35 + Q15 + (o1 + (o ) Ty + €5

s N2;
U Yi2we; + 3w, + V21Zi5 + Q15+ Gy + €y
fixed

random

Himmy variables for type of school in the mode] for the random

Tj = 791 + T22W25 + Ya3ws; + Co;




