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Here the predictions from the models coincjd
of the data are concentrated and are Very sip

to empirically distinguish between the logi
sample.

e nearly perfectiy.
milar elsewhere. Itj

t and probjt links

6.3 Which treatment is best for toenail infectio
In the previous section, we (

escribed conventional mo
where it ig assumed that the r

deling of dichg
esponses are condition

7

ally independent gi 23?

x;. We are now ready to consider multilevel models for clustered dichotey 10

which are dependent even after conditioning on the Covariates. ‘ g
Lesaffre and Spiessens (2001) analyzed data provided by De Back Z

from a randomized, double-blind tria] of treatments for toenail infection {i 3

onychomycosis). Toenail infection Is common with a brevalence of about, 3

the United States, and a much higher prevalence among diabetics ang the e /ia_,_

infection is caused by a fungus and does not only disfigure the nails but cg; 204 1

Physical pain and impair the ability to work. ‘

In this clinical trial, 378 patients were randomly allocated into two ora
treatments (250 mg/day terbinafine and 200 mg/d
seven visits, at weeks 0, 4, 8, 12, 24, 36, and
degree of Separation of the najl plate

The dataset 1 not.
L‘éﬁiy. 994 patients
gth visit ("11111.

ntifungy)
ay itraconazole) and evaluated »
48. One outcome is onycholysis, the

) . . . ' atients dropped ¢
from the nail bed, which has been dichotomizeg : patients. cometin
e o ) 1se . . . . . attern 1S ¢ !
(“moderate or Severe” versus “nope o mild”) and s available for 294 patients, P‘m(.’ ess, which
missingness, ’
The dataset toenail.dta contajng the following variables: onssed i
As discusse
® patient: patient identifie,

incomplete data s
® outcome: On)’('fllolysjs (Sepa‘r

; who attended all »
ation of nail plate from nail bed) : e model is corre
(0: none o mild: 1: moderate or severe) ~ FESpOIISeS ATe TIS:
® treatment: treatment group (0: itraconazole; 1: terbinafine)

® visit: visit numbery (1.2.....7)

N 6.5 Populatic
® month: exact timing of visit in months

The main research question is whether t]

A useful graphice

& treatments differ in theiy efficacy. I'“ ;e:ith onveholvsis

other words, do patients receiving one treatment experience a greater decrease in their 'h(; sed 16 produ
probability of having onycholysis than those receiving the other treatment?

. label def

: . label val

6.4 Longitudinal data structure . graph bar

Before investigating tl

> yeitle(Px
toenail

1e research question. we look at the | : Here we defined
ata. We can use the ¥tdescribe command mtroduced in chapter 5 b(;\(-ans(.

the data were intended to be balanced with Seven visits planned for the same set of
weeks for each patient ( although the exact timing of the visity varied |

ongitudinal structure of the

between patientsi.




SPOLSes 5.9 I )1)111;71iou—a,w—?z'aged or marginal prohahbilities

use http://www,stata—press.com/data/m

1O 105t lmus2/toenail, clear
attempt xtdescribe if outcome < i(patient) t{visit)
o hee patient: 1, 2, ., 383 n =
n o visit: 1, 2, 7 T =
Delta(visit) = g, (7-1)+1 = 7
(patient*visit uniquely identifies each observation)
Distribution of T_j-: min 5% 25% 50% 75%
1 3 7 7 7
Freq. Percent Cum. Pattern

TOSDONSes
5] 224

. 1111111
ovariatis

! 21 7.14  83.33 11111.1
esponses, 10 3.40 86.73 1111.11
6 2.04 88.78 111.. .,
: 5 1.70  90.48 1.,
A (199 5 1.70  92.18 11111
: 4 1.36  93.54 1111
aatophyte 3 1.02 94a.86 | 11...
to 3% in 3 1.02 111.111
lerly, The 13 4.42 (other patterns)

also cause

294 100.00

XXXXXXX

The dataset is not balanced since al] |
eally, 224 patients have complete data (the pattern
6th: visit (“11111.17), 10 patients missed
patients dropped out at some point,
1

antifungal satients did not attend al)
aluated at
01}’515. [he

the 5th visit (“1111.117)
hotomized

never returning afger missing a
is sometimes referred to ag monotone missingness in contr
ess, which follows no particular pattern.

ts.

di§cussed in section 5.9, a nice feature of m
ete data such as thege Is that
d all visits, byt also patients with nmissing visits con
correctly specified, maximum likelihood e
missing at random (MAR).

aximum |
all information is used.

ntribute information. If

' al display of the data is a bar pl
‘at each vigjt by treatment group.

The following Stat
the graph shown in figure 6.6:

tr ¢ "Itraconazole“ 1 "Terbinafipe"

outcome, over(visit) by(treatment)
lysis)

e labels for treatment to make them appear on t]

planned visi
“11111117), 91 patient

ast to intermittent

ikelihood estimation for
Thus not only patients

stimates are consistent when the

ot showing the proportion of
a commands can
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ts. Specifi-
$ missed the
. and most other
visit. The latter

patients

e graph.
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Proportion with onychol

12 4

Graphs by treatment

Figure 6.6: Bar plot of

Proportion of patientg
ment group

We used the visit number visit to define the barg instead of the the exact timing
of the visit month because there would generally not, be enough patients with the same
timing to reliably estimate the proportions. An alternative display is a line graph,
plotting the observed proportions at each visit against time. For thig graph, it is better
to use the average time associated with each visit for the z axig than using visit number
since the visits were not equally spaced. Botl the proportions and average times for

each visit in each treatment group can be obtained by using the egen command with
the mean () function:

egen prop = mean (outcome) by (treatment visit)

€gen mn_month = mean(month), by (treatment visit)

The resulting graph ig shown in figure 6.7.

Figure 6.7 Line plot o
ment group

The proportions st
probabilities of onycho
ment group. We are 1
ities. which may vary
the covariates.

Instead of estimadti
we can attempt to ot
time. We then no lon
but can directly use t!
a logistic regression I
This model for the d

logit{

where 1y represents
tor containing both
baseline 35. and lind
in the itraconazole
the difference in th
groups. can be viev
node} makes the w
ditionally independ
assnmption in the
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5

(" responses

Proportion of onycholysis

Time in months

Graphs by treatment

eal- Figure 6.7: Line plot of proportion of patients with toenail infection by visit and treat-
visit and trea ’

ment group

The proportions shown in figure 6.7 represent the estimated average (or marginal)
abilities of onycholysis given the two covariates: time since randomization and treat-
group. We are not attempting to estimate individual patients’ personal probabil-
which may vary substantially, but are considering the population averages, given
Ovariates.

he exact timing
s with the same
is a line graph
caph, it s better
ing visit number ‘
verage times '07 - : ead of estimating the probabilities for each combination of visit and treatment,
, command Wi attempt to obtain smooth curves of the estimated ‘probability as a function of
' We then no longer have to group observations for the same visit number together
€ exact timing of the visits. One way to accomplish this is by using
- Tegression mode] with month, treatment, and their interaction ag covariates.
lel for the dichotomous outcome Yij at visit ¢ for patient j can be written as

logit {Pr(y,, =1xi)} = 6+ Baaj + Pszs; + Bazo;xs;; (6.5)

Iepresents treatment, T3ij Tepresents month, and X5 = (rcgj;xg,;]-)’ is a vec-
g both Covariates. This mode] allows for a difference between groups at

1? group and slope 5 -+ B4 in the terbinafine group. Therefore, By,
h Tate of improvement (on the log odds scale) between treatment
d as the treatment effect (terbinafine versus itraconazole). This
alistic assumption that the responses for a given patient are con-

‘t‘ after controlling for the included covariates. We will relax this
Section.

TPt A £ 50 et e s
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We now check how well predicted

correspond to the observed DProportion
obtained as follows:

- generate trt_month =

logit outcome treatment month trt

Logistic regression

Log likelihood = ~908.00747

Chapter Dichotomo

treatment*month

-month, or

- The

Number

LR chi2(3)

Prop >
Pseudo

outcome 0dds Ratio Std. Err. z P>z
treatment .9994185 . 1560558 -0.00 0.997
month .8434059 .0199219 =7.21 0.000
trt_month -934988 -0350845 -1.79 0.073

- Predict prob, p
Plotting these together
twoway (line

by (treatment)
> Xtitle(Time in

PTop mn_month, sort) (

> legend(order(l

results in figure 6.8.

Probability of onycholysig

10 15 20

T Observed Proportions
Graphs by treatment

Figure 6.8 Proportions and fitted probabi

"Observeq
months) Ytitle(Probabiij

Time in months

broportiong using the Command

line prob month, sort

ot Terbinafing

ities using ord

Proportiong®
ty of onycholys

Fitted Probabilities

nary ]

m the logis

2 "Fitted probabilitieg
is) :

predic; ed

of obs =

chi2
R2

- 7359277
-8052504
- 8686913

lpatt(dash)),

0 5 10 15

20

Ogistic regression

b))

with (i
Jogistic reg:
because it,
effect G- -
patient-spe
to onychol:
the same v
inear pred

Model
are indepe

Within a 1
model as
side) and

Using

where (
across bo
patients.

Confi
where ¢ i)
meonsist.

{See Sk




ALY TeSPONSes , it Random Intercept logistic regression

b
M
~1

soression model
egressiol

[he marginal probabilities predicted
robabilities are
proba

However, the model assumes that the responses for the
idependent given the covariates, which is 1ik

kely to be violated
car models in section 3.10.1. the standard errors from ordinary
therefore probably not trustworthy. A mode] for longitud

by the model ft the observed Proportions well.

same patient are conditionally
- As discussed for lin-
logistic regression are
inal or clustered data should

capture both the mean structure (here the marginal probabilities) as well as the depen-
= 1908 : dence structure. So far, we have neglected the second aspect but address it pow
- 164.47 '
= 0.0000 ‘

0.0830 ) - . .
- 0.6 Random-intercept logistic regression

1f. Intervall . ) -
_— : o relax the assumption of conditiona] independence among the responses for the same
7 1.357249 B .
4 8833679 patient given the coy

ariates, we can include a patient-specific random intercept ¢; in
3 1.006344 the linear predictor

' logit{Pr(y;; = Ixiz. G5)} = B + Dogj + B335 + Bawajug;; + G (6.6)
and o . . S :
u with Gilxi; ~ N(0,4) and ¢, inde pendent across patients ;. SIVING a random-intercent
¥ L ’ J I J- 8 S 1
(dash)), ) ’ fgistic regression model. This i a simple example of a generalized linear mixed 1mode]
probabilities") |

weause it is a generalized lineay mod
effect ;. The random intercept can be thought of as the
patient-specific (time-constant) covariates that cause
w0 onycholysis than others. It is
the same way as observed heterg
linear predictor.

el with both fixed effects 3, to 3y and a random

combined effect of omitted
Some patients to be more
appealing to model this unobserved het.
geneity by simply adding the r

prone
erogeneity in
andom intercept to the

Model specification ig completed by assuming that, given 7;; = p (Y%, ¢). Yij
are independently distributed ag

Yig|mij ~ binomial(l,m]-)

0-stage formulation, Raudenbush anc
e level-1 sampling model and to
ik function (left-hand side).

! Bryk (2002) refer to t]

1S part of the
(6.6) as the structural mod

lel (right-hand

! tent-responge formulation, the model can equivalently be written as

Yi = B1+ fozy; + Pasij + Bumajzss; + G ey
] ¢’) and €54 ,Xij7 Cj

has a logistic distributi
1S and patients

on. Thee;; are independent,
and independent of Gos

and ¢ is independent acrosg

dOm-intercept logi
Hesketh 2007 )
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6.7 Estimation of logistic

As of Statg 10, there

essentially the same v
for linear, logistic, and other types of

All three command
for 1‘&1’1don’1~inte1‘cept models xtlo
faster than gllamm. Howey
ness of the commancd
as we will see in sectj

git
er, the rank
s for predicting r
ons 6.12 and 6.13

We do not discuss r
models can be fitted
tially the same synt,

gllamm, but rand

6.7.1 Using xtlogit

The xtlogit command
command for fitting the
option to ensure accurat

for fitting the 1
corresponding |
€ estimates (see

- Xtlogit outcome treatment
Random-effects

logistic regression
Group variabie:

patient
Random effects u_ji . Gaussian

Log likelihood

= —-625.38558

treatment -.160608 .5796716
month ~.390956 -0443707
trt_month ~.1367758 .0679947
-cons -1.618795 4303891

/lnsig2y 2.775749 1890237

sigma_u
rho

4.006325
-8298976

3786451
.026684

Likelihoodlratio test of rho=0:

§ are relatively slow

ax as for linear rand
Also, the Probit version of the random-

om-coefficient proh;t models are

month trt_month,

0.0000
_______________________________________________________________—~———
Coef. Std. Err. z P>z

chibar2(01) =

Chapter 6 chhotozn

random-

)

mo

0.39 per mot
m)(’)nthv glVlng a
etween the tWO |

because they yge effect, and thi

Is much fagter than
ordering s reversed
andom effectg and v,

lumerica] jr 0T,
Xtmelogit, which
When it comeg to th
arious typeg of DProbaly

ment
"é can use the or OF

preted as odds ratic
14T

Its are ¢
ay the resuits 2
ibg“;"ep);'cxying the estima

. xtlogit, o .
Random-effects logi
group variable: pat

gistic regression in
gllamm (but net using
om-coeflicient mod
intercept mode] is

this chapter, but
xtlogit), using
els discussed ip Section
available using xtprobg
available in g11amgp only.

i
toor Random effects u_ i

Log likelihood

andom-interce
inear model, ¢
sec. 6.11.1):

bt model is similar to the Xtreg
xcept that we add the quad(30)

outcome

treatment
month
trt_month

i(patient) quad (30)

Number of opg = 1908 /1nsig2u
Number of groups = 294
Obs per group: min = 1

avg = 6.5

nex = ! Likelihood-ratio
Wald chi2(3) 150.65

Prob > chi2

The estimated 0dd§ ra
We see that the estimze

[95% Conf. Interval] 0.68 every month and

-0.28

0.782 . 9756275

~1.296744 0.59 (= 6764099 x .87
-8.81 0.000 =.4779209 -.3039911 ()(1(15. 100(/{(1 — OR),
-2.01 0.044 =-.270043 -.0035085 41$% per n]OHEh in th(
~3.76 0.000 ~-2.462347 -.7752477

2.405269 3.146228

3.328876
-7710804

4.821641
.8760322

565.24 Prob >= chibar2 = 0.000

Sttt e s
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| The estimated regression coefficients are given in the ugyal format.

els . o
IOd to sigma.u represents the estimated standard deviation
and the value next to rho represents the
latent responses (see sec. 6.10.1)

The value next
in Stata: xtlogit.
dkelihood estimation
sec. 6.11.1 for more Moo g N s " _ . s
:e SEC. o N In the itraconazole group (treatment_()), the estimated log odds of onycholysis
g, xtmelogit 1““”‘"? decrease by 0.39 per month. The log odds for the terbinafine group decrease an extra
ally the same svutas U1 per month, giving a downward slope of 0.53. The estimated difference in t}
of thme bhetween the two groups (the coefficient of trt_month)
rreatment effect, and this ig significant at, the 5% level.

V¥ of the randon, intercept
estimated resiclyaf intraclass correlation of the

he slopes

can be interpreted as the
srical integration.

togit, which is often

| il We can use the or option to obtain exponentiated regression coefficients, which are
omes to the useful- e v s -
& comes to t‘ bilities luterpreted as odds ratios here, Instead of refitting the model, we can simpl
s of probabiliries
types of p1

v change

the way the results are displayed using the follow and (known

ing short Xtlogit comm
as “replaying the estimation results” in Stata parlance):
o chanter. but such
his chapter S : . xtlogit, or
logit), using essen- : o _
ztlog ’ o 4.5.1 Random-effects logistic regression
cussed in section 4.5.1.

Number of obg - 1908
Group variable: patient Number of groups
it or o : .
ble using xtprobit o

= 294

H Random effects u_i ~ Gaussian Obs per group: min = 1

amm only. i avg = 6.5
= v : max = 7
Wald chi2(3) = 150.65

Log likelihood = ~625.38558 Prob > chi2 0.0000

is similar to the xtreg)g
t we add the quad(30

outcome

z P>{z| [95% conf. Intervai]

treatment 8516258 4936633 g og 0.782 -2734207 2 652566
month 6764099 0300128 g g; 0.000 -6200712 7378675
trt_month ‘8721658 0593027 5 o) 0.044 -7633467 . g99pa97g
0
a(30) ~ 1908 /lnsigay 2.775749 1890237 2.405269  3.146203
bs i 294
roups = . sigma_u 4.006325 | 37gg451 . 3.328876  4.821641
wp: min = 6.5 rho -8298976. 026684 7710804 8760390
avg = 7
max = c0.65 Likelihood—ratio test of rho=0: chibar2(01) = 565.24 Prob >= chibar2 = ¢.ggg
- 150. :
= 00 (o . . . . . 3
i) = 0.00 &timated oqdg ratios and their 95% confidence intervals are also given in table 6.9,
2 Ve : o . o
o o5 that the estimated odds for a subject in the Itraconagole group are multiplied by
. ¢, Interv Onth d h - . . .
[95% Conf - L and the odds for subject in the tey binafine group are multiplied by
g _975.3;:2 04099 X -872165) every month. In terms of bercentage decreases in estimateq
1. -.303 |
.4779209 0035085

gOR), the odds decrease 329,

270043 77Tt in the terbinafine group.

2.462342
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O.7.3  Using gllamm

(3]
U
—

ary respollses
6.7.2 Using xtmelogit

The syntax for xtmelogit is similar to that for xtmixed except that we also specify the
number of quadrature points. or integration points. using the intpoints() option:

- xtmelogit outcome treatment month trt_month || patient:, intpoints(30)
Mixed-effects logistic regression Number of obs = 1908
Group variable: patient Number of groups = 294
Obs per group: min = 1
avg = 6.5
max = 7
Integration points = 30 Wald chi2(3) = 150.52
Log likelihood = -625.39709 Prob > chi? = 0.0000

outcome Coef. Std. Err. z P>tz [95% Conf. Interval]

treatment ~.1609377 .5842082 -0.28 0.783 -1.305965 .9840893
month -.3910604 .0443958 -8.81 0.000 ~.4780744 -.3040463
trt_month ~.1368073 .0680236 ~2.01 0.044 -.270131 ~.0034836
-cons -1.618961 .4347773 -3.72 0.000 ~2.471109 -.7668132

Random-effects Parameters Estimate Std. Err. [95% Conf. Interval]

patient: Identity

sd{(_cons) 4.008165 .3813919 3.326217 4.829927

LR test vs. logistic regression: chibar2(01) = 565,29 Prob>=chibar2 = 0.0000

The results are similar but, not identical to those from xtlogit because the commancds
use slightly different versions of adaptive quadrature (see sec. 6.11.1). Since the esti-
“mates took some time to obtain, we store them for later use

- estimates store xtmelogit

timated odds ratios can be obtained using the or option. xtmelogit can also be
With one integration point, which is equivalent to the so-called Laplace approxima-
#€ section 6.11.2 for the results obtained for the toenail data, using this method.

g gllamm

amn for the random-intercept, logistic regression model requires that we specify
\d binomia] distribution using the Link () and family () options (exactly
command). We also use the nip() option (for the number of integration
est that 30 integration points be used:
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- gllamm outcome
> nip(30) adapt

number of leye] 1 units
number of leyel 2 units

treatment month trt_month, i(patient) link(ys

it

1908
294

It

Condition Number = 23.076299

gllamm model

log likelihood = ~625.38558

outcome
treatment —-.1608751 -5802054 ~0.28 0.782 -1.298057
month ~.3911055 -0443906 -8.81 0.000 ~.4781095
trt_month —-.136829 .0680213 ~2.01 0.044 =.2701484
_cons -1.620364 .4322408 -3.75 0.000 ~2.46754

The estimates are again similar to th
timated random-intercept; variance ig gi
Intercept standard deviatiopn re
option is used for the latter,

ose from Xtlogit and xtme
Ven mext to var(1) inst
ported by xtlogit and
We store the gllamm e

logit. The es.
ead of the random
Xtmelogit, unless the variance
stimates for later use:

éstimates store gllamm

We can use the

eform option to obtain estimated
the command

odds ratios or alternatively use
gllamm, eform

after having already fitted the model.

6.8 Inference for logistic random-

As discussed earlier,

odds associated with
regression coefficient
odds ratios usually ig
that the correspondin

intercept models

1€ regression coefficient 0 as the difference in log-
1€ corresponding covaria,
as an odds ratio, O — exp(5). The rel
Hy: OR = 1, and thig corresponds d
& regression coefficient j

We can interpret t}
aunit change in t} te and the exponentiated
evant null hypothesis for

rectly to the nyl] hypothesis
S zero, Hy: 3 = (.

Wald testg and
section 3.6.1 for |

coefficients are obt

Z tests can be used for regression coefficients just as

ence intervals for ind

described in
Ividual regression

inear models. 95% Wald confid
lained using

. 1.8 if this
is 0 and !

. 1incom
(1 [

I we require
the lincom
limits of the «

. lincon

(Y

ou’

After 20 mc
to itraconaz
S0 we can $
{= 1/0.055)
Alternativel
of the corre:

lincom

Multivariat
intervals ca
option.
Null hy
ficlents car
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‘binom) ~ o~
,5 j: Z_g75 SE(L?)
where zo75 = 1.96 ig the 97 5th percentile of the standard normal distribution. The
corresponding confidence interval for the odds ratio ig obtained by éxponentiating bhoth
limits of the confidence interval
exp{f — z 75 SE(8)} to exp{f + z.gz5 SE(5)}
Wald tests for linear combinations of regression coefficients can be used to test the
fe}
corresponding multiplicative relationships among odds for different Covariate values.
irvall For instance, for the toenai] data, we nay want to obtain the odds ratio comparing
: the treatment groups after 20 months. The corresponding difference in log odds after
76306 : . . o . . .. )
6 20 months is a linear combination of regression coefficients, namely, /35 - g X 20 (see
41015 201 g ; Y,
135097 ! sec. 1.8 if this is not clear). We can test the null hypothesis that the difference in log
731873 f odds is 0 and hence that the odds ratio is 1 using the lincom command:
- lincom treatment + trt_month*20
: (1) [outcome]treatment + 20 [outcome]trt_month =0
outcome z P>lz] [95% Cont. Interval]
(1) | -2.897456 1.310367  -2.21 ¢ o7 T5.465727 -~ 3291841
_____ % If we require 5 confidence interva] for the odds ratio after 90 months, we can repeat
t. Thees . the lincon command but this time with the or option, which 8ives exponentials of the
he random- %‘ limits of the confidence interva] above:
jance
le varianc

- lincom treatment + trt_

(D

month*20, or

[outcome]treatment + 20 [outcome]trt_month =0

Outcome

0dds Ratio Std. Err.

z P>z
natively usé

[95% cont. Interval]

-0851634 .0722843 ~2.21 0.027 -0042293 -7195106

fﬁﬂ"?O months of treatment, the oq

itrac nazole is estimated as 0.055.
Switch

whic

ds ratio comparing terbinafine (treatment:l)
Such sma]l numbers are diffeult to interpret,
the groups around by taking the reciprocal of the odds ratio, 18
h represents the odds ratio tomparing itraconazole to terbinafine.
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565.2 giving p < 0.

6.9 Subject-specific Vs, population—averaged r

Thewésthnated regression coefficients for the rand i
are more extreme (different from 0) than thog
(see table 6.2). Correspondingly, the estimated odds rati
from 1) than those for the ord
discrepancy is that ordinary |
probabilities, whereas rand
for the individua] patients.

mary logistic regression model.
ogistic regression ig fitting overa]]
om-effects logistic regressi
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1e subject-specific pr
Pt ¢; and the covariates, Odds ratios derived from these
to as population—averaged (although the averaging is applied
subject-specific odds ratios, respectively. For instance, in the
: We can interpret the estimated subject-specific odds ratio of
5 ratio for each patient in the itraconazole group: each patient '«
odds decrease 32% per month. In contrast, the estimated bopulation-averaged odds ratio
of 0.84 for month neans that the the odds of having onycholysis among the patients
in the itraconazole group. decrease 169 per month. Othey commonly used terms for
popuIation—a‘veraged and subject-specific aye marginal and conditional, respectively

The popula,tion—averaged probabilities implied by the random-intercept model can

be obtained by averaging the subject-specific probabilities over the random-intercept
distribution. Since the random intercepts are continuous, thig averag
by integration:

ility,
obability, given the

ing is accomplished

Pl‘( yv,-j = “.’1’2_,'. fIf;g{J")

- / Prlyiy = s, g,y Si(G:0,4) a
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exp(3; + Pawa; + O3a5;; + ,/5’_._1.‘1'3,-.'173.,»]-) (6.7
I+exp(3 + P2y + B335 + 1, 25345)

where (g1 0, W) is the normal density function with mean zero and variance U
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(.4 Subject-specific v, population-averaged relationships

The difference between population-averaged anc subject-specific effects ig due to the
fact that the average of a nonlineay function is not the same as the nonlinear function
of the average. In the present context. the average of the inverse logit of the linear
oredictor .3 + Faloy + J;;.rg,;_,' + ,:ﬁ.z'g_,«r;;,-.,- + ¢, Is not the same as the nverse logit of
de average of the linear predictor. which ig 51+ Faxy; + Fara; + 73 12235 We can
see this by comparing the simple average of the logits of 1 and 2 with the logit of the
average of 1T and 2:

. display (invlogit(1) + invlogit(2))/2
.80592783

. display invlogit((1+2)/1)
.81757448

We can also see this in figure 6.9, wl

1ere the individual dotted Curves re
specific logistic curves with rand

omly varying intercepts, wl
curve represents the average of thege curves for each val

present subject-
lereas the solid. shallower
ue of 2.
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L shape than the individual curves. Specifically, the
is smaller than the effect of z on the subject-specific
probability is the same as the subject-specific

7 because the inverse logit function is a strictly




